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Lecture attendance rates at university and related factors

Gabrielle E. Kelly*

School of Mathematical Sciences, University College Dublin, Belfield,
Dublin 4, Ireland

(Received 16 February 2010; final version received 14 September 2010)

There is a perception that university students have changed dramatically
in their modes of learning in recent years, mainly due to their wide-
spread use of the Internet as an information source, the change in stu-
dent body due to the greater accessibility of third level education and
changes in experience in second level education. Lectures, however,
remain the central mode of traditional teaching and learning at most uni-
versities and thus attendance at lectures continues to be a subject of con-
siderable importance. However, few studies report actual attendance
levels in any comprehensive way. Herein, levels of lecture attendance in
the colleges of Science in University College Dublin are documented
from two probability-based surveys. The results of a questionnaire
recording the attitudes of students towards a range of factors that poten-
tially affect attendance are also presented. Factors that continue to influ-
ence attendance, that are in the control of the university, such as living
on/off campus, the lecture schedule in the students’ timetable, day of the
week and transport problems are revealed. Factors in students’ personal
lives, such as engagement in part-time work, irrespective of purpose, are
seen to be related to satisfaction with studies and lecture delivery. Sug-
gestions for active measures to increase the level of lecture attendance,
appropriate to the present day, are made.

Keywords: attendance rates; ordinal logistic regression; living on cam-
pus; university logistics; personal determinants of attendance

1. Introduction

The lecture is the traditional and continues to be the central mode of teach-
ing and learning in most universities. Lecture attendance is a significant
issue in universities all around the world and the drivers of this have been
the subject of a number of studies (e.g. Gump 2004; Dolnicar et al. 2009).
Attendance rates of students at lectures has been studied for a variety of rea-
sons. The first is that lecture attendance may correlate highly with examina-
tion performance (Cohn and Johnson 2006; Gatherer and Manning 1998;
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Kirby and McElroy 2003; Marburger 2001; Rodgers 2001). For example,
Kirby and McElroy (2003) in University College Cork (UCC) Ireland, stud-
ied the relationship between class attendance and final examination perfor-
mance in first year economics and they found that attendance at lectures and
tutorials has a positive effect on final examination performance. Secondly,
poor attendance can have an adverse effect on retention rates. Retention
rates at universities have been the subject of many studies in particular
because of economic implications. Ireland has experienced substantial
increases in participation in higher education since the 1960s. In 2004 the
national admission rate to higher education was 0.55, high by European
standards (O’ Connell et al. 2006). Ireland also has relatively high retention
rates: 83% in 2004 (van Stolk et al. 2007), but in absolute numbers, drop-
out involves 2000–3000 students annually with subsequent loss to the
exchequer. The Irish higher education system is almost entirely funded by
the state and since 1995 full-time undergraduate students have been exempt
from tuition fees. A recent study of student retention in University College
Dublin (UCD) in 2007 showed that 83.7% of students complete their studies
(Blaney and Mulkeen 2008). The majority of those who leave (69%) do so
within the first 12 months following entry. There have been similar studies
and findings in the UK (Bennett 2003; Charlton et al. 2006; Harrison 2006)
showing the problem of student drop out at an early stage is a considerable
one and it occurs widely. Drop out is highly associated with failure of stu-
dents to engage with their studies at an early stage (Trotter and Roberts
2006), so it is imperative that we understand the factors that influence atten-
dance amongst early-stage university students.

Thirdly, it is important because attendance reflects the students’ motivation
and satisfaction with their course, and whether or not they are engaged with
their subject or are merely passing exams in a perfunctory way. It has also
been shown that attendance may affect faculty morale (Friedman et al. 2001).

Studies on attendance of university students have found a number of rea-
sons for missing class. These can be separated, as in Dolnicar et al. (2009),
into university-related and student-related (including socio-economic and
pedagogical) factors.

The accessibility of the university and transport problems were found by
Kottasz (2005) to negatively affect attendance, while Kirby and McElroy
(2003) found travelling more than 30 minutes to college had a positive
impact on attendance. There are few reports on the effect of availability of
on-campus accommodation, with its associated negligible travel time, on
attendance and this is a factor that we study here. Timetabling of classes is
an issue often quoted by students to explain absence, but optimal scheduling
is still difficult to attain because of varying reports and different student
requirements. Devadoss and Foltz (1996) found 10 am to 3 pm to be the
optimum lecture times among agriculture students. Marburger (2001)
reported higher levels of absenteeism on Fridays, with an increase of an
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average of 9% over the other days. Timmins and Kaliszer (2002) found
absenteeism on Mondays and Fridays accounted for more than half of
absenteeism episodes in a group of third year student nurses.

Among student-related factors, lecture quality is one of the most fre-
quently cited reasons for non-attendance. Dolnicar et al. (2009) found the
quality of the lectures as perceived by the student to be a factor in atten-
dance in a group of marketing students. Trotter and Roberts (2006) found
that teaching and learning strategies that involve students actively in class
are likely to be more successful in enhancing early student experience. Roc-
ca (2004) studied the impact of the instructor’s communication style on
attendance and found instructor’s immediacy to be positively related and
their verbal aggressiveness to be negatively related to attendance. The intrin-
sic motivation of students to attend lectures has been explored in a number
of studies. Moore et al. (2008) found that 60% of students gave reasons for
non-attendance such as too tired, bad weather, engagement in social activi-
ties, which were classified as indicative of low motivation; 23% of students
gave reasons that indicated moderate motivation (including putting higher
priority on completing other assignments); and 17% indicated high motiva-
tion levels (illness or family bereavement). Gump (2004) reported all of
these motivational factors in their study.

Another factor commonly reported by researchers to be related to non-
attendance is students’ engagement in part-time work. Friedman et al.
(2001) and Kirby and McElroy (2003) found that the number of hours
worked had a negative effect on attendance. Both university and student fac-
tors listed above are potentially changeable, so establishing whether these
factors have an influence on attendance or not is an important part of any
policymaking within a university. In addition, an exploration of students’
motivational levels may indicate how they may be improved and changed.

Because the twenty-first century has seen many changes, in particular the
advent of new technologies and changes in student life, there is a perception
that lectures may no longer be relevant (Dolnicar et al. 2005) and that atten-
dance is declining. However, reported estimates vary widely, perhaps because
they relate to single subject groups of students and/or are taken at a single
time-point (Marburger 2001; Kirby and McElroy 2003; Massingham and Her-
rington 2006). More comprehensive estimates are needed. It is also necessary
to examine what the present major drivers of attendance are and if they have
changed. Many studies have focussed on single factors influencing attendance
and even when they are studied in combination, as in Dolnicar et al. (2009), it
is unclear if there are synergetic effects (i.e. interaction terms are not mod-
elled). Other studies, as described above, are limited in that they survey single
subject groups of students only and/or have poor response rates.

In this study, we have two specific objectives. Lecture attendance rates
are established using two objective surveys of students in the sciences at
UCD for every year of their programme, whilst controlling for the factors:
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time of day, day of week and class size. Because the attendance is moni-
tored in a number of groups, the possibility of the confounding with year of
programme, time in the semester and social conditions that arise in single
group studies is avoided. In addition, the problems of bias and non-response
with studies that rely on students’ self-reported data is overcome by the
objective attendance survey component of this study. Secondly, an overview
of the determinants of attendance, as identified in the literature, are studied
simultaneously for a cohort of first year students. With a response rate of
almost 100%, this establishes for ‘good’ attenders and ‘bad’ attenders alike,
the current major determinants of their attendance patterns. In studies with
high non-response rates, perhaps it is the non-attenders who mostly do not
respond, thus potentially biasing the results.

The objectives are studied by the analysis of data from UCD students. A
demographic profile of UCD students at entry in 2006 can be found in Bla-
ney and Mulkeen (2008). Briefly, approximately half of all students are
female; the median age at entry is 18.75 years; 63.5% live at home; 50%
come from Dublin and a further 15% from counties adjacent to Dublin, i.e.
commuting distance; 27% are from the higher professional socio-economic
group; 19% are in receipt of state funding which is on a means-tested basis
and 53% took up their first preference course.

We obtain data from two sources. Firstly, the students of the survey sam-
pling module at UCD conducted a survey of attendance rates (using a sim-
ple head count) as a class project under the direction of the first author, both
in 2007 and 2008. In 2007, all modules taught in the first semester in the
School of Mathematical Sciences were surveyed. In 2008, all modules at
levels 0 and 1 taught in semester one in the two science colleges were sur-
veyed. It was decided to focus on modules at levels 0 and 1 based on the
results of the 2007 survey and because retention rates are an issue primarily
for students at this level. In addition, a questionnaire on attitudes and factors
that might affect attendance rate, as described above, was completed by stu-
dents of a level 0 module at the time of their mid-term examination in
semester 1 of 2008; the survey was completed at this time so that habitual
non-attenders would be present for sampling purposes.

Further details on the surveys and their design are contained in Sec-
tion 2.1. The methods for analysis of the questionnaire are described in Sec-
tion 2.2. The results of both surveys and the questionnaire are presented and
compared in Section 3. We conclude, in Section 4, with a discussion of the
results of the analysis contained herein.

2. Methods

2.1. Survey and Questionnaire

The survey in 2007 was conducted in week 7 of semester one, commenc-
ing on 22 October. The sampling frame consisted of 203 module classes
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held in that week in the School of Mathematical Sciences. The classes
were divided into non-overlapping strata as follows: levels 0/1modules
from 9–11 am (stratum 1); level 2 modules from 9–11 am (stratum 2); lev-
els 3/4 modules from 9–11 am (stratum 3); level 0/1 modules, from 11–8
pm (stratum 4); level 2 modules, from 11–8 pm (stratum 5) and levels 3/4
modules, from 11–8 pm (stratum 6). Each stratum thus consisted of clus-
ters with a cluster being the students enrolled in a module. As is common
in stratified random sampling, the strata were chosen so as to be as
homogenous as possible within and heterogenous between, using factors
found to be relevant in published reports on timetabling listed in Section 1
and the students’ own experiences (Scheaffer et al. 2006). The number of
strata/factors were limited due to logistical problems in conducting the sur-
vey – in particular time constraints and sample size. Note, also, that stu-
dents in level 0 and 1 modules are all first year students – modules at
level 0 are taught at a more introductory level than those at level 1. Mod-
ules at level 3 and 4 are similar in that they are compulsory for most stu-
dents in attendance as part of their degree programmes and have very few
students taking them as electives; this is also cited in Gump (2006). A sim-
ple random sample of clusters within each stratum was selected using pro-
portional allocation. Three estimators of the overall attendance rate were
considered representing three different models for the variation; further
details are in Appendix 1.

The organisation of the survey was done by the students in the Survey
Sampling module with the help of the first author. All students took part in
the collection of data (each student was assigned a number of modules with
associated date and time and did a head count of attendance) and in the dis-
cussions about the survey. A letter was sent to each module coordinator in
the sampling frame informing them that a survey would be taking place and
offering them a choice to opt out; none chose to do so.

The survey in 2008 was also conducted in week 7 of semester one. The
sampling frame consisted of 84 module classes at level 0/1 in the two sci-
ence colleges; engineering and architecture modules were excluded. The
frame was subdivided into the following strata: Monday from 9–11 (stratum
1); Monday from 11–6 (stratum 2); Tuesday, Wednesday and Thursday from
9–11 (stratum 3); Tuesday, Wednesday and Thursday from 11–6 (stratum 4);
Friday from 9–11 (stratum 5) and Friday from 11–6 (stratum 6). The rational
for the choice of strata was as above and also drew on the results of the
2007 survey. A simple random sample was selected from each stratum again
using proportional allocation and the organisation of the survey was similar
to 2007.

Finally, in order to obtain further information on non-attendance, a ques-
tionnaire was completed by all the students in a level 0 module at the time
of their mid-term in semester 1, 2008. A total of 224 students completed the
questionnaire. Eight students were absent due to illness or family
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circumstances. The questionnaire is shown in Appendix 2 and it is organised
into three sections. The first has questions regarding age, sex, part-time
work, commuting time, living on/off campus and a question on attendance
at lectures (self-reported). Secondly, there are a number of more specific
questions regarding what affects attendance (on a scale of 1–5, always
affects to no affect), including timetabling and weather. Finally, there are
questions regarding what would improve attendance, including teaching
strategies (on a scale of 1–5, very effective to no effect).

2.2. Analysis

Summary results regarding commuting time, number of hours in a part-time
job and number of lectures attended at that module up to the time of the
mid-term are presented. Simple w- squared tests were used to examine dif-
ferences, such as differences in the sexes.

Ordinal cumulative link models (Agresti 2002) are used to examine the
relationship if any between level of attendance and having a job, living on cam-
pus, interest in the subject matter and other covariates detailed in the question-
naire. The ordinal response is attendance Y with categories 1–5 representing the
number of lectures missed out of 14: none, � 4, 5–7, 8–10, > 10.

A cumulative logistic model is given by:

logit ½PðY � j=xÞ� ¼ log ðPðY � j=xÞ=ð1� PðY � j=xÞÞÞ
¼ aj þ bTx; j ¼ 1; . . . ; 4

and links the cumulative probabilities of the response categories of Y
(cumulative logits) to the covariates x. Note P(Y � j/x) is the probability
attendance falls into categories j or below, for covariate values x. A model
for logit[P(Y � j/x)] alone is an ordinary logistic model for a binary
response, in which categories 1 to j form one outcome and categories j+1 to
5 form the second. The model above uses all 4 cumulative logits in a single
parsimonious model. Each cumulative logit has its own intercept aj. The aj
are increasing in j, since P(Y � j/x) increases in j for fixed x.

This model assumes the same effects parameter (b) for each logit and
a score test is carried out on this proportional odds assumption. The
coefficients bT = (b1, b2, . . ., bp) quantify the effect of each covariate on
the cumulative categories. A positive coefficient indicates the probability
of attendance in categories j or below increases as the covariate
increases, a negative coefficient indicates it decreases and a zero value
indicates no effect. The coefficients can be interpreted in terms of odds:
if two students 1 and 2 have covariates x1 and x2 respectively, the odds
of student 1 making a response � j are exp[bT (x1–x2)] times the odds
of student 2.
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3. Results

The results of the attendance survey for 2007 are displayed in Table 1. A
plot of the data is shown in Figure 1(a). The plot indicates that the relation-
ship between attendance and enrolment is approximately linear through the
origin with increasing variance.

The increase in variance appears to be linear, so we concluded that an
estimator, commonly known as a ratio estimator, was optimal for estimating
the attendance rate in each stratum. If we let yj refer to the attendance of
class j and xj refer to its enrolment in a particular stratum then the estimator

Table 1. Results from the survey of modules UCD School of Mathematical
Sciences 2007.

Stratum
Stratum
size

Sample
size

Module
level Time

Attendance
rate (%)

Standard
error (%)

1 21 5 0,1 9,10 42 2.3
2 13 3 2 9,10 51 6.8
3 32 8 3,4 9,10 52 5.2
4 25 7 0,1 11–8 28 2.3
5 27 7 2 11–8 44 6.6
6 85 15 3,4 11–8 78 5.4

Note: Overall attendance rate 56% (±4.1%).

Figure 1. Attendance is plotted versus enrolment for modules in (a) the Survey in
2007 and (b) the Survey in 2008.
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of the attendance rate for that stratum is given by (Rj yj)/(Rj xj). The estima-
tors for each stratum were then combined using standard formulae (Scheaf-
fer et al. 2006) to give an overall estimate of attendance rate; further details
are in Appendix 1.

At the end of the sampling week, there were a total of six missing
values. Two of these resulted from the lecturer being sick. There was a call-
back for these two lectures the following week and they were both success-
ful. Another missing value resulted from the lecture being moved to a time
earlier in the week. A call-back was not possible in this case. The remaining
three missing values were as a result of not being able to locate the lecture,
call-backs were attempted for these lectures but none were successful.
Hence, the final data contained four missing values. However, the desired
bound on the error of estimation of the overall estimate was achieved
(Table 1).

The results of the attendance survey for 2008 are displayed in Table 2.
The ratio estimator was again the optimal one (Figure 1(b)).

The proposed sample size was reduced from 43 to to 32 due to missing
values. Firstly, one of the surveyors was sick during the week of the sam-
pling and this went unnoticed until the end of the week. This meant his four
classes went uncounted. The results from two other modules couldn’t be
taken as the lecturer involved did not fully understand and was uncoopera-
tive. Lectures in a further two modules had finished earlier in the term. One
class was on a field trip on the day of counting. Finally, one surveyor sam-
pled two incorrect modules that could not be used. Because all values but 1
were missing for Friday 9–11, instead of having Friday 9–11 and 11–6
strata, Friday 9–6 was taken as a single stratum. We note, however, that the
desired bound on the error of estimation of the overall estimate was
achieved (Table 2), as the sample size chosen initially was based on conser-
vative calculations.

Summary statistics on the questionnaire are displayed in Table 3. The
results on attendance can be compared to the 2008 survey for levels 0/1 and
are slightly at variance with it. Attendance rate calculated from the

Table 2. Results from the survey of modules in the UCD science colleges 2008.

Stratum
Stratum
size

Sample
size Day Time

Attendance
rate (%)

Standard
error (%)

1 11 4 Monday 9,10 65 2.5
2 12 3 Monday 11–6 65 8.4
3 21 8 mid-week 9,10 45 3.0
4 26 13 mid-week 11–6 48 5.0
5 14 4 Friday 9–6 22 5.0

Note: Overall attendance rate 56% (±4.1%).
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Table 3. Summary statistics (std. dev. in parentheses where appropriate).

Female % 48.4
Male % 51.6

Part-time job % 39.0
Males 41.0
Females 36.5

Average part-time hours per week for those with a job 12.9(5.4)
Females 11.8(5.2)
Males 13.9(5.4)

How work affects studies
Job neither damaging or beneficial % 56.0
Tired because of work – no effect % 49.4
Not doing a part-time job – effective % 19.5
Neither effective or uneffective % 56.3

Travel
Living on campus % 14.4
Median commuting time 60 mins; range 5–280

Those living on campus
Travel home on weekend – always effects % 21.9
Lecture too early in morning – affects or always affects % 25.0
Only lecture that day – always affects % 3.1
Bad weather – always affects % 0.0

Those not living on campus
More campus housing – very effective % 31.4
Travel home on weekend – always effects % 6.5
Lecture too early in morning – affects or always affects % 40.4
Only lecture that day – always affects % 16.9
Bad weather – always affects % 20.2

Socialising
Tired because of socialising – always effects % 4.9
Once off engagement – always effects % 21.7
Planned holiday – always effects % 16.7

Attendance: No. of lectures missed out of the 14 so far
None % 20.1
1–4 % 46.0
5–7 % 23.2
8–10 % 7.1
> 10 % 3.6

Interest in lecture material
Not interested in lecture material – no effect % 37.8
– always effects % 7.7

(Continued)
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questionnaire is much higher than from the survey (� 74%) even taking into
account that lecture times for this module were Monday at 12 and Wednes-
day at 11.

There was no difference in attendance between the sexes and no differ-
ence between the sexes in relation to job questions. The average age and
standard error of those with and without a job were 19.3(0.54) years and
18.7(0.26) years respectively. The difference was not statistically significant
(p = 0.40, two-sample t-test). Those who commuted furthest regarded more
on campus housing becoming available as being very effective in improving
attendance (p = 0.06). However, when commuting time for those off-campus
was divided into quartiles and attendance compared across the quartiles
there were no differences (p = 0.32). Moreover, there was no difference
overall in attendance rates between those who lived on campus (no com-
mute) and those who did not (p = 0.78). We note 22% of those on campus
reported socialising the night before had no effect versus 35% for those off-
campus – however this difference was not significant (p = 0.22). We note
also there was no difference between the on/off campus groups in relation
to part-time work.

Table 4. A list of significant predictors in the cumulative logit model. Overall
p-values for a likelihood ratio test are reported.

Source DF Chi-Square Pr > Chi-Square

Sex 1 7.01 0.0081
Early 1 0.56 0.4527
Living 1 3.76 0.0526
Weather 1 18.28 <0.0001
Travel 1 1.94 0.1641
Job 1 0.13 0.7222
Only 1 3.44 0.0636
Activity 1 1.17 0.2797
Living⁄sex 1 8.22 0.0041
Living⁄travel 1 6.92 0.0085
Living⁄early 1 17.67 <0.0001
Job⁄activity 1 5.43 0.0198

Table 3 (Continued)

Lecturer not an effective communicator – always effects % 14.0
More activity based learning – very effective % 30.7
More interesting material – very effective % 47.0

Timetabling
reschedule 9.00am – very effective % 50.2
no Friday lectures – very effective % 52.9
Marks for attendance – very effective % 55.2
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However, the variables tabulated above may be strongly associated and
to investigate which were independent predictors all variables together with
some interaction terms were entered into a cumulative link model with
attendance as the outcome variable. Additional analyses were conducted
separately for those with/without a job and those on/off campus. Because
of the large number of covariates and with each covariate having 5 catego-
ries a more parsimonious and essentially equivalent model for representing
the data was conducted where covariates were dichotomised in two ways
i.e. (5/<5) no effect/some effect and (1/>1) always effects/otherwise, as
well as no effect/some effect/always effects. The model that fitted best
dichotomised the variables as (5/<5) no effect/some effect, but for the vari-
able lecture too early, the best dichotomy was (1/>1) always effects/other-
wise, and similarly for the variable more activity based learning the best
dichotomy was (1/>1) very effective/otherwise and the cumulative logistic
regression model was fitted with these variables. A series of forward and
backward steps were used to find the best model. A score test of the pro-
portional odds assumption was not statistically significant (p = 0.0965)
and thus the model was valid. The significant predictors (p � 0.05), their
estimated coefficients, odds ratios and confidence intervals are reported in
Table 4 and Table 5.

For example in Table 5, the student’s response to the question on
weather was dichotomised into no effect: 5, or some effect: < 5. Those in
the < 5 group had an odds of a lower response of 0.25 that of the 5 group
i.e. a greater odds of higher response i.e. missing more lectures. The signifi-
cant effects can be interpreted as follows (the p-values for the effects are
also reported):

University related factors:

� The impact of classes being early in the day differs for students
who live on/off campus p < 0.0001. For students living on campus,
those who responded ‘an early lecture always affects’ had a higher
probability of lecture attendance whereas for students living off
campus the reverse was true.

� Females who live on campus have a higher probability of lecture
attendance than males who live on campus p = 0.0041.

Table 6. The estimated coefficients, odds ratio, confidence interval and p-value for
the variable interest for those with a job.

Effect
Point

estimate
Odds
ratio

95% Wald confidence
limits

Pr > Chi-
Square

Interest < 5 vs 5 �0.9504 0.3866 0.1502 � 0.9950 0.0488
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� For students living on campus, those who report travelling on week-
ends having an effect have a lower probability of attending classes
p = 0.0085. For those living off campus there is no difference.

� Students reporting that having only one lecture in the day has some
effect on attendance have a lower probability of attending classes
than those students who report that this has no effect p = 0.0636;
this factor just misses the significance level of 0.05.

Student related factors:

� Students who reported that bad weather makes travel to college
unpleasant had a lower probability of attendance than those who
reported that the weather had no effect p < 0.0001. The weather
effect did not have a significant interaction with other factors, includ-
ing living on/off campus.

� Students without a job who responded that more activity based
learning as very effective had a lower probability of attending lec-
tures than those who responded otherwise p = 0.0198.

� Analyses were conducted separately for those who had/did not have
a job and those living on/off campus. The score test for proportional
odds assumption was not statistically significant p = 0.4131 and
again the ordinal logistic model was valid. The results were similar
to the above except in the case of those who had a job where the
variable interest was significant with the following result: lectures
not interesting having some effect decreases the probability of
attending lectures (Table 6).

4. Discussion

In this study, the attendance of students in science courses in UCD was
investigated using two surveys of class attendance and a questionnaire that
was completed after a mid-term examination. The results estimate the over-
all attendance rate in modules in the UCD School of Mathematical Sciences
in 2007 at 56% (±4.1%) and in the early stage modules in the two UCD sci-
ence colleges at 49% (±4.4%).

In 2007 attendance rates varied amongst the strata from 28% to 78%. The
stratum with the highest attendance rate was stratum 6 at 78%. This was the
stratum of modules at levels 3 and 4 with lectures from 11:00 until the even-
ing. The stratum with the lowest attendance rate of 28% was stratum 4 which
was made up of modules at levels 0 and 1 with lectures from 11:00 until the
evening. These results match our intuition; we would expect students in their
final year to have a high attendance rate as all their modules are directly
related to their degree programme. In addition, class size is smaller for higher
level modules. First year students take many optional modules that they drop
after their first year and that contribute little to their final degree GPA. Blaney
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and Mulkeen (2008) cite ‘wrong course choice’ as the most influential factor
in student drop-out at UCD, indicating as here, academic interest is a serious
consideration for these students. Overall, the attendance rate for early morn-
ing lectures was 48% and for afternoon lectures was 50%.

The results of the 2008 survey proved to be quite interesting. It was very
unexpected to see that classes on Monday between 9.00am and 11.00am
had the highest attendance rate of all strata – 65% attendance rate. Overall,
there was very little difference in the attendance of classes in the morning
and the afternoon and, no noteworthy difference between attendance rates
on Tuesday, Wednesday and Thursday with all three days having a similar
attendance rate between 45 and 50%. The general pattern seen in 2007 –
that there is negligible difference between attendance in morning and after-
noon lectures – prevailed. Thus, time of the day seems to be of minor
importance when scheduling lectures.

However, there was quite a substantial difference in attendance on Fridays
compared to the rest of the week in the 2008 survey. There was a very poor
attendance level in the Friday classes – 22% attendance. In light of these
results, Monday looks like the best day for scheduling lectures with Friday
being by far the worst. It is interesting to note that in the study of retention of
UCD students (Blaney and Mulkeen 2008), the second noteworthy factor stu-
dents cited for non-completion was negative experiences of social and envi-
ronmental aspects of college life. Our results are in agreement with this, as we
found students give a high priority to socialising at weekends. In contrast,
Yorke and Longden (2004) show that students at British universities are more
concerned with factors such as failing exams and financial concerns.

The 2008 survey showed a decrease in attendance rate as enrolment
increased. However, the trend was very slight: a linear regression of attendance
on enrolment had a small slope (0.0005), p = 0.025 and the percentage of vari-
ation explained by the regression was only 15%. However it may be useful in
future work to examine the effect of class size in similar contexts.

We note that in the 2008 survey, despite missing values, low standard
errors for estimates were achieved, as the strata were quite homogenous
within.

The overall attendance rate determined from the survey of classes is
lower than students’ self-reported attendance rate in the questionnaire
(�74%). This finding suggests that care needs to be taken when using self-
reported attendance rates as a proxy for actual attendance rates. Similar
biases in self-reporting have been noticed in many other contexts including
for example self-reporting of weight (Koslowsky et al. 1994).

There are few reports on attendance rates and they tend to be for individ-
ual groups of students: Kirby and McElroy (2003) reported an attendance
rate at lectures of approximately 46% for first year economics students;
Massingham and Herrington (2006) reported levels varying from 7% to
70% for commerce students; Marburger (2001) in the US reported an
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attendance rate of 81.5% in a principles of microeconomics course. Many
reports are also mainly based on a single time point in a week. However,
our results show wide variation can be expected with year of programme,
day-of-week and time of day.

The questionnaire reveals that scheduling only one class in a day appears
to have a marginally significant negative impact on class attendance (odds
ratio = 0.55). This may be related to the findings of Kottasz (2005) who
found students may be absent in order to fulfil other university assignments.
Timetabling should take this into account and schedule more than one lec-
ture per day per student, if possible. In particular, for higher level students,
where class sizes are small and groups are more homogenous in terms of
their timetable, this is not difficult to achieve.

The other primary university factor that influenced attendance to emerge
from this study, apart from scheduling, was living on/off campus. Campus
accommodation is only available to those not in commuting distance
(�35%) of Dublin. In this study 14% of students lived on campus. Living
on campus has a positive effect on attendance at early morning classes (odds
ratio = 14). Similarly, the attendance model fitted by Kirby and McElroy
(2003) included a positive effect for students who lived less than 11–20
minutes from college, but the effect was not statistically significant. In addi-
tion, those students who live on campus find that travelling on the weekend
has a negative effect on attendance (odds ratio = 0.20). Blaney and Mulkeen
(2008) report the highest retention rates are for students living on campus.
Furthermore, there is a difference between females and males in terms of
attendance for those students who live on campus, where females have a
higher probability of class attendance (odds ratio = 8.9). Kirby and McElroy
(2003) found no gender effect on attendance, but their model did not contain
an interaction with the distance that the students live from campus.

Delaney et al. (2007) surveyed Irish students in higher education insti-
tutes in 2006/2007, measuring the living conditions and demographic and
social background characteristics of the students (as part of a larger Euro-
pean survey). They found Irish men experience higher levels of adjustment
difficulties than women when it comes to college. It is possible that this
effect is greater for men not living at home. In UCD 63.5% of incoming
students lived at home in 2006, in comparison to a national average of 36%
living with their parents or relatives in Delaney et al. (2007). This study
found students living on-campus, go home regularly on weekends, and for
all students transport is important in terms of being able to commute from
home or visit at weekends. The effect of living on campus and its interac-
tion with other factors (financial and social) is of interest for universities
who are planning on expanding their on campus accommodation facilities.
Delaney et al. (2007) found students not living in the parental home scored
lower on a number of health, mental well-being and life satisfaction issues
than students who did live at home, as well as having lower levels of
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satisfaction with accommodation and finances. However, living on campus
increases attendance in general, so the availability of on campus accommo-
dation has the potential to improve student engagement with their studies.

The student factors related to attendance in this study were part-time
work and weather. The percentage of students with a part-time job (39%) is
lower than the rates reported in Kirby and McElroy (2003) who found that
56% of arts students and 60% of commerce students did. The Delaney et al.
(2007) survey reported 45% of full-time Irish students worked during term
time with an average of 12 hours worked per week. The average number of
hours worked in this study was similar, 12.9, and was also similar to Kirby
and McElroy (2003) who reported a figure of approximately 12 hours. Dela-
ney et al. (2007) found the majority of Irish students come from professional
and senior manager/official backgrounds (63%) and 14% from the semi-
skilled or unskilled manual group with 30% in receipt of state funding. The
proportion from the latter socio-economic class is probably smaller in this
study as evidenced by only 19% of UCD students in receipt of state funding
(which is means tested) in 2006. The reliance on part-time employment as a
financing source is one of the key features of the Irish education system
(Hochschul-Informations-System 2005). Students spend most of their money
on accommodation, followed by food and alcohol. However, Delaney et al.
(2007) found levels of employment to be similar among the different social
classes. In the survey of early leavers by Blaney and Mulkeen (2008), which
asked students to rate 21 different factors on their decision to leave, finan-
cial difficulties ranked only 13 for the 2005 and 9 for the 2006 cohorts. This
survey did report a link between lower socio-economic class and early with-
drawal, perhaps arising from poor academic coping skills (Yorke and Long-
den 2004).

Overall, a large percentage of students reported that having a job is nei-
ther damaging nor beneficial to their studies, a finding supported by Deva-
doss and Foltz (1996), Bennett (2003) and Dolnicar (2005), who found no
significant effect of a job on college performance. In contrast, Friedman
et al. (2001), Kirby and McElroy (2003), Kottasz (2005) and Massingham
and Herrington (2006) reported a negative impact of students work commit-
ments. The Delaney et al. (2007) found the effects of working up to 20
hours a week do not seem to be important but that there were substantial
negative effects beyond that. However, interestingly, we found that having a
job, in combination with other factors, was associated with class attendance.
We found those students who do not have a job and who reported more
activity-based learning as being very effective had a lower attendance rate
than their counterparts (odds ratio = 0.37). This suggests that these students
may not be getting as much activity-based learning as they would like,
therefore reducing their attendance. The traditional lecture format has begun
to be increasingly criticised and there has been a paradigm shift away from
teaching to an emphasis on learning in the field of education (O’Neill and
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McMahon 2005). Activity-based learning has been shown to be an effective
learning method in a wide variety of studies (see Hall and Saunders 1997;
Crabtree and Silver 2004; Kelly, 2010) but it is expensive in terms of
resources.

We also found students who had a job were affected by whether or not
the lecture was interesting and perhaps these students have a wider range of
life experiences that needs to be acknowledged in the learning situation. In
addition, Devadoss and Foltz (1996) and Dolnicar (2005) proposed these
students were self-funding and more likely to attend classes to get ‘value for
money’. This has implications for the issue of university fees, a subject of
current media attention, which is usually only seen in a narrow context of
immediate cost to the exchequer, while its effect on student motivation is
largely ignored. Other studies (Friedman et al. 2001; Kottasz 2005; Massing-
ham and Herrington 2006; Dolnicar et al. 2009) have found that students
are more likely to attend lectures that they perceive as high quality. These
studies, however, did not distinguish between students with and without
part-time work or parents’ educational background (i.e. did not include this
interaction term in their statistical analyses), factors of great relevance in
any proposed changes in lecture formats that will be inclusive of the needs
of all students.

Weather has a significant influence on class attendance, where students
who reported that bad weather made travel unpleasant had a lower atten-
dance rate than those who didn’t report this (odds ratio = 0.25). Gump
(2004) reported that 42% of students recorded good or bad weather as being
a reason for not attending class; however, the percentage was lower (20%)
amongst early-stage students. An interesting result here is that weather did
not have a significant interaction with other factors, including living on or
off campus. Thus, it seems it is not related to difficulty in travel, and Moore
et al.’s (2008) understanding that weather as a reason for missing class as
indicative of low motivation may be correct. No other student factors indica-
tive of low motivation e.g. too tired, social activities, were found to be
related to attendance in this study, unlike Moore et al. (2008).

We note that quality of the lecturer was not a factor in explaining atten-
dance in this study. This is not surprising, because similar to the results of
Dolnicar et al. (2009), the factor ‘lecturer not an effective communicator’
and the factor ‘lecture quality needs to be made more interesting’, were
highly correlated. The factors differed in that quality of the lecturer had a
slightly lesser effect on attendance. One explanation for this is that a student
may find the same lecture delivered by two different lecturers interesting,
although one of the lecturers may be poorer in terms of delivery.

Although many of the issues discussed here have also been considered
by many other authors, our study has two important features. Firstly, the
attendance data is based on objective surveys and not on self-reports by
students, which our questionnaire showed to over-estimate attendance rates.
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Secondly, our questionnaire has almost a 100% response rate because all
students (other than a few due to personal reasons such as illness) were
present at their mid-term examination. Thus, it incorporates data from non-
attenders, who perhaps are more likely not to respond to a general question-
naire, for reasons of lack of motivation and being more likely to drop-out.
Many studies, in a wide range of contexts, have found differences between
respondents and non-respondents. For example, in the Iowa Women’s Health
Study, 41,836 women responded to a mailed questionnaire in 1986. Bisgard
et al. (1996) compared those respondents to the 55,323 non-respondents and
found that the age-adjusted mortality rate and the cancer rate were signifi-
cantly higher for the non-respondents than for the respondents. The study
on lecture attendance by Dolnicar et al. (2009) based on an email question-
naire to undergraduate students at an Australian university had a 29%
response rate. Thus, even though it based its results on a large sample size
of 2175 students, results may have an inherent systematic bias as non-
responders may respond quite differently. Moreover, the responses on atten-
dance at lectures are self-reported. Similarly, Delaney et al. (2007) had
approximately 3000 respondents but only an 8% response rate.

Our study has certain limitations. We note in the survey data, that for some
modules (mostly level 0 and 1), enrolment numbers may have included stu-
dents repeating the module exam but not attending the lectures. This could
have led to a lowering of attendance rates. However, it was not possible to cal-
culate the attendance of repeating students in each module. The questionnaire
component of this study is based on self-reported data and, as noted above,
this may lead to biases when reporting attendance. There is however, a certain
consistency in the responses to other questions. For example, students who tra-
vel on weekends report Friday lectures affect attendance, consistent with
Table 3. Similarly, responses on questions related to illness and engagement in
social activities do not seem inherently biased, when looked at in conjunction.
Also, in retrospect, the effect of the student’s ability on attendance was not
considered (as measured perhaps by the grades achieved when entering the
university) nor the student’s interest in a subject (perhaps measured by whether
the student is studying a course for which they expressed high preference on
their university application). However, the latter may only be of relevance for
Level 0/1 students as we found attendance rates to be very high among stu-
dents at a higher level, where they have committed to a certain degree pro-
gramme. Pedagogical issues were not explored in-depth in our survey but the
finding of an interaction with part-time work is an interesting one requiring
further exploration. Income from part-time work and its uses could also be
explored further. The positive effect of living on campus on lecture attendance
found here needs to be disentangled somewhat from the well-being effect of
living at home found in Delaney et al. (2007).

In conclusion, the results of our study have identified a few key areas
where changes may be implemented in order to enhance attendance. At
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the university level logistically these are, provision of on-campus housing,
timetabling and an investigation into student fees. At the educational level,
lecture quality needs to be made interesting and perhaps other modes of
teaching and learning appropriate in the twenty-first century such as activ-
ity-based learning conducted on a larger scale. We note the population
under investigation in this study were science students and the results are
of interest for this large cohort of students and can be used to further
investigate student engagement which is an important aspect in college
drop out amongst early-stage students. However, a much larger and more
complex survey would need to be completed to extend the results to the
UCD student body as a whole with its differing faculties and professional
degrees.
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Appendix 1. Survey methodology

Sample size selection

To be 95% sure that an estimate is in error by at most B, the sample size n
is given by the formula:

n ¼ Nr2

N�1B2

4 þ r2

where N is the population size and r2 is the variation in population.
For the 2007 survey, it was decided to use a sample size of 52 classes to

give a 6% bound on the error of estimation (conservative estimate). This was
selected since it was desired to have the error of estimation as low as possi-
ble, but also because of the limitations of the survey sampling class size.

The sample size of 52 classes was then divided into 6 strata. It was
decided to use the method of proportional allocation which assumes equal
costs and variances for each stratum (Scheaffer et al. 2006).

The 2008 survey was conducted in a similar fashion. It was decided to
sample 43 modules to give a bound on the error of estimation between 5%
and 6% (conservative estimate).

Attendance rate estimators

We let yj refers to the attendance of class j and xj refers to its enrolment.
Then we consider Var (yj /xj) = r2/wj where the weights are given by:

Method A: wj ¼ 1=xj
Method B: wj ¼ 1

Method C: wj ¼ 1=x2j

The estimator for the mean proportion of attendance for stratum i for
each method is given by:

�yi ¼
Pni

j¼1 wjxjyjPni
j¼1 wjxj2

For all three methods the variance of the estimate �yi can be estimated by:

Varð�yiÞ ¼
Pni

j¼1 wjðyj � �yixjÞ2Pni
j¼1 wjxj2ðni � 1Þ

In order to compute an average rate for the entire School of Mathemati-
cal Sciences the results of the six strata were combined. This was achieved
using the following standard formulae:
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�yst ¼ 1

N

XL

i¼1

Ni�yi

with estimated variance:

Varð�ystÞ ¼
XL

i¼1

N 2
i varð�yiÞ

where L = 6 is the number of strata.

Appendix 2. Questionnaire

Please answer each question or tick one box throughout.

Sex:
Female h Male h

Age:

General information – Part time work

Do you have a part time job? yes h no h
If yes, how many hours do you work each week?
If yes, how do you feel your work affects your studies:
very damaging 1 h 2 h 3 h 4 h 5 h very beneficial

General information – Residence and commuting

Are you living on campus?: yes h no h
If you are not living on campus, how many minutes do you typically
spend commuting to and from the university each day?

Attendance at lectures

How many lectures of the 13 given so far have you missed for this mod-
ule this semester?
None h <= 4 h 5–7 h 8–10 h >10 h

How do you feel the following affects your attendance?

Bad weather making it unpleasant to travel – increased traffic-com-
muting time:

Always affects 1 h 2 h 3 h 4 h 5 h No affect

Tired because of socialising the night before:
Always affects 1 h 2 h 3 h 4 h 5 h No affect
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Tired because of engaging in part-time work:
Always affects 1 h 2 h 3 h 4 h 5 h No affect

Lecture on a Friday or Monday conflicting with travel home outside
Dublin on weekends:
Always affects 1 h 2 h 3 h 4 h 5 h No effect

Lecture on a Friday or Monday conflicting with planned social
events:
Always affects 1 h 2 h 3 h 4 h 5 h No effect

Lecture too early in the morning:
Always affects 1 h 2 h 3 h 4 h 5 h No effect

The only lecture in your schedule that day making the commute not
worthwhile:
Always affects 1 h 2 h 3 h 4 h 5 h No effect

Not interested in the lecture material:
Always affects 1 h 2 h 3 h 4 h 5 h No effect

The lecturer not an effective communicator:
Always affects 1 h 2 h 3 h 4 h 5 h No effect

Sickness:
Always affects 1 h 2 h 3 h 4 h 5 h No effect

Once off other engagement e.g. wedding, funeral, doctor/dental
appointment:
Always affects 1 h 2 h 3 h 4 h 5 h No effect

A planned holiday:
Always affects 1 h 2 h 3 h 4 h 5 h No effect

Other: please specify

How do you feel the following might improve your attendance?
Rescheduling 9.00 am lectures:
Very effective 1 h 2 h 3 h 4 h 5 h No effect

No lectures on Fridays:
Very effective 1 h 2 h 3 h 4 h 5 h No effect

More activity based learning i.e. students do tasks during lecture times:
Very effective 1 h 2 h 3 h 4 h 5 h No effect

Lecture material made more interesting:
Very effective 1 h 2 h 3 h 4 h 5 h No effect
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More campus housing becoming available:
Very effective 1 h 2 h 3 h 4 h 5 h No effect

Not doing a part-time job:
Very effective 1 h 2 h 3 h 4 h 5 h No effect

Marks for attendance:
Very effective 1 h 2 h 3 h 4 h 5 h No effect
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