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Preface

The International Conference on Case-Based Reasoning (ICCBR) is the
preeminent international meeting on case-based reasoning (CBR). Through 2009,
ICCBR (http://www.iccbr.org) had been a biennial conference, held in alterna-
tion with its sister conference, the European Conference on Case-Based Reason-
ing (http://www.eccbr.org), which was located in Europe. At the 2009
ICCBR, the ICCBR Program Committee elected to extend an offer of consolida-
tion with ECCBR. The offer was accepted by the ECCBR 2010 organizers and
they have considered it approved by the ECCBR community, as the two confer-
ences share a majority of Program Committee members. ICCBR and ECCBR
have been the leading conferences on CBR. From 2010, ICCBR and ECCBR will
be merged in a single conference series, called ICCBR. As there had been eight
previous ICCBR events and nine previous ECCBR, events, the combined series
is considered the 18th ICCBR.

ICCBR 2010 (http://www.iccbr.org/iccbrl0) was therefore the 18th in this
series of international conferences highlighting the most significant contributions
to the field of CBR. The conference took place during July 19-22, 2010 in the city
of Alessandria, Italy, on the beautiful campus of the University of Piemonte Ori-
entale “A. Avogadro.” Previous ICCBR conferences were held in Sesimbra, Por-
tugal (1995), Providence, Rhode Island, USA (1997), Seeon Monastery, Germany
(1999), Vancouver, BC, Canada (2001), Trondheim, Norway (2003), Chicago,
Ilinois, USA (2005), Belfast, Northern Ireland (2007), and Seattle, Washington,
USA (2009).

Day 1 of the conference hosted an Applications Track, the second Doctoral
Consortium, and the third Computer Cooking Contest. The Applications Track
featured fielded applications and CBR systems demos in industrial and scientific
settings with an emphasis on discussion and networking between researchers and
industrials. The Computer Cooking Contest featured papers selected for their
technical quality, originality of the approach, culinary quality, and relevance of
the created recipes. It ended with a competition, which showcased intriguing
intelligent systems rivaling with humans in the kitchen. The second Doctoral
Consortium allowed doctoral students to connect with senior researchers mentors
from the CBR community.

Day 2 was dedicated to four workshops and the poster session. The four
workshops were dedicated to “Case-Based Reasoning for Computer Games,”
“Provenance-Aware CBR: Applications to Reasoning, Metareasoning, Mainte-
nance and Explanation,” “CBR Startups,” and “WebCBR: Reasoning from Ex-
periences on the Web.” The poster session allowed for interactive and in-depth
discussions of research advances.
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Days 3 and 4 comprised scientific paper presentations on theoretical and ap-
plied CBR research. The presentations and posters covered a wide range of CBR,
topics including adaptation, bioinformatics, case mining, case retrieval, computer
games, experience on the Web, introspective reasoning, knowledge acquisition,
knowledge management, knowledge representation, planning, similarity, tempo-
ral reasoning, and textual CBR.

The conference was proud to present three distinguished invited speakers:
Riccardo Bellazzi (University of Pavia, Ttaly) introduced the audience to trans-
lational bioinformatics, its challenges and opportunities for CBR and decision
support systems; Amedeo Napoli (LORIA, France) explained why and how
knowledge discovery can be useful for solving problems with CBR; Ashwin Ram
(Georgia Institute of Technology, USA) presented real-time CBR for interactive
digital entertainment. We are grateful for their innovative ideas.

This volume includes 18 papers from oral presentations and 17 from posters.
These were chosen from a total of 53 submissions. In addition, the volume con-
tains three papers from invited speakers. The accepted papers were chosen based
on a thorough and highly selective review process. Each paper was reviewed
and discussed by four reviewers and revised according to their comments. Re-
viewers were encouraged to reach a consensus when they did not agree, which
they generally managed to accomplish through lively discussions. The papers
in this volume provide a representative snapshot of current CBR research. We
have organized the proceedings in three parts: Invited Talks (3 short papers),
Theoretical /Methodological Research Papers (12 papers), and Applied Research
Papers (13 papers).

Many people participated in making ICCBR possible. First of all, Stefania
Montani (University of Piemonte Orientale, Italy) doubled her role as Scientific
Chair with that of Conference Chair this year. She also had the initiative to pro-
pose ICCBR 2010, thus inviting us all to beautiful Italy. The organization team
was very diverse, having Cindy Marling (Ohio University, USA) as coordinator of
the Workshop Program; Jerzy Surma (Warsaw School of Economics, Poland) as
chair of the Applications Track; Klaus-Dieter Althoff (University of Hildesheim,
Germany) as organizer of the Doctoral Consortium. This diverse team together
with the authors, the invited speakers, the Program Committee, and additional
reviewers are the stars of the CBR community in 2010. They made the confer-
ence happen and we want to thank them for their brilliant performances that
are recorded in this volume. We gratefully acknowledge the generous support of
the sponsors of ICCBR, 2010.

Additional help was provided by doctoral students from the University of
Piemonte Orientale in Italy. In support of local arrangements, thanks to the
Local Arrangements Committee from the University of Piemonte Orientale. The
submission and reviewing process was carried out with the use of EasyChair.
Finally, we thank Springer for its continuing support in publishing this series of
conference proceedings.

May 2010 Isabelle Bichindaritz
Stefania Montani
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Translational Bioinformatics: Challenges and
Opportunities for Case-Based Reasoning and Decision
Support
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{giuseppe.milani,angelo.nuzzo}@unipv.it,
{v.favalli,e.arbustini}@smatteo.pv.it

Abstract. Translational bioinformatics is bioinformatics applied to human
health. Although, up to now, its main focus has been to support molecular
medicine research, translational bioinformatics has now the opportunity to de-
sign clinical decision support systems based on the combination of -omics data
and internet-based knowledge resources. The paper describes the state-of-art of
translational bioinformatics highlighting challenges and opportunities for deci-
sion support tools and case-based reasoning. It finally reports the design of a
new system for supporting diagnosis in dilated cardiomyopathy. The system is
able to combine text mining, literature search and case-based retrieval.

Keywords: Translational bioinformatics, molecular medicine, decision support,
dilated cardiomyopathy.

1 Introduction

Translational research focuses on making the results of research applicable to human
being and, thus, on translating research results into practice. As the ultimate goal of
biomedical research is to provide better care to patients, it is easy to understand that
translational aspects are of paramount importance [1]. In the last few years, the need
of focusing on translational research has become of crucial importance in the light of
the enormous amount of results achieved in molecular medicine. In this context,
bioinformatics played a crucial role: first, it was the main enabler to analyze the
massive amount of data made available by biotechnological tools, including sequenc-
ing, genetics, genomics and proteomics; second, it took care to collect and organize
the knowledge and “meta-data” which were accumulating during experimental activ-
ity. Recently, bioinformatics became so mature to give birth to its “translational”
counterpart, called translational bioinformatics [2]. Translational bioinformatics is
therefore bioinformatics applied to human health [3]. Together with supporting new

L. Bichindaritz and S. Montani (Eds.): ICCBR 2010, LNAI 6176, pp. 12010.
© Springer-Verlag Berlin Heidelberg 2010



2 R. Bellazzi et al.

discoveries, such as new diagnostic tests, new prognostic models or new therapeutic
compounds, translational bioinformatics also deals with the full exploitation of -
omics” data to improve the quality and appropriateness of care of the single patient.
This latter goal involves the design of genome-enabled electronic health records, and
the implementation of novel decision support tools, able to get rid of the potentially
vast amount of information available in biomedical data repositories to stratify pa-
tients’ risk, prioritize diagnostic tests, suggest tailored patient interventions, and
choose the most appropriate biomarkers for monitoring the disease progression [4,5].
Although innovative information technology infrastructures are starting to be avail-
able in hospitals, the implementation of decision support tools is still under way. In
this paper we will describe the current state of art of translational bioinformatics and
we will highlight some potential challenges that still need to be considered to design
new decision support systems, able to deal with the complexity of modern medicine.
The design and first results of a system for automated reasoning in molecular cardiol-
ogy will be also shown.

2 Translational Bioinformatics: State of Art

The large number of initiatives funded by NIH to support biomedical computing wit-
nesses the role of translational bioinformatics. In particular, the NIH National Centers
for Biomedical Computing (NCBC) focus on how to deploy molecular medicine re-
sults in medical practice. For example, the i2b2 center at Partners HealthCare System,
in Boston, is developing an informatics infrastructure to enable clinical researchers to
re-use clinical data for discovery research and to facilitate the implementation of
personalized medicine [6,7]. Another interesting case is represented by the National
Center for Biomedical Ontology at Stanford, which aims at providing biomedical
researchers and clinicians with a set of online tools and a Web portal which allow
them to access, review, and integrate the different ontological resources currently
available. It is expected that these tools will support not only biomedical investigators
but also clinicians [8].

It is therefore not surprising that translational molecular medicine and translational
bioinformatics are providing every year a variety of astonishing results. In public
health, for example, data have been successfully analyzed to monitor the 2009 Influ-
enza A (HIN1) virus [9]. In genetics, the application of novel alignment algorithms
for new generation sequencing is leading to the identification of the causes of several
diseases [10]. In genomics, several computational methods have been applied to
integrate data coming from heterogeneous sources, providing novel instruments for
information visualization [11]. In transcriptomics, the automated annotation of the so-
called micro-RNA data is helping to elucidate fine regulation of cellular development
and stem cell differentiation [12]. In proteomics and metabolomics several research
projects are looking for disease biomarkers by resorting to statistics, machine learning
and bioinformatics [13].

From the methodological viewpoint, every year, the AMIA Summit on transla-
tional bioinformatics reports the most interesting results in the field [14]. Among the
different tracks, some areas are of particular interest:
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- Mining medical records, which aims at finding relationships between clinical
and —omics data [15].

- Applications of text mining, including literature-based discovery, which
deals with the automated exploitation of the information contained in the
electronic publications available on the Internet [16].

- IT infrastructures for supporting researchers, including knowledge manage-
ment and workflows of in-silico experiments [5].

The joint availability of data, technological infrastructures and novel methodologies
provide a great opportunity to move towards the next step of translational bioinfor-
matics research: the support to clinicians in their day-by-day activity. In the next
section we will review some of the recent efforts that we and other researchers put on
exploiting automated reasoning modules to support scientific discovery and we will
describe the design of a system for genome-enabled clinical decision support.

3 Reasoning, Decision Support and Translational Bioinformatics

3.1 Supporting Translational Research

Decision support methods and technologies are providing support to translational
science to improve the data analysis process. As a matter of fact, it is nowadays pos-
sible to plan and execute “in-silico” experiments, which are complex sequences of
data analysis steps that require to keep track of each intermediate results to allow to
reconstruct the discovery process and/or to follow different reasoning strategies.
However, the exponential increase of the amount of molecular data and the large
number of knowledge sources available in the Internet requires new strategies for
effectively planning and executing “in-silico” experiments, too. For this reason,
widely used Internet resources, like SRS [17] and NCBI’s Entrez [18] have sessions
and query management functionality; moreover, the application of workflow man-
agement ideas has given rise to a number of innovative software tools to run data
analysis sessions [19-21]. Rather interestingly, some systems have been recently im-
plemented to perform fully automated discovery in molecular biology; in particular,
the “Robot Scientist” system [22] runs experiments in a fully automated laboratory,
interprets results, generates hypothesis and plans new experiments.

Since the mere implementation of linear workflows may be insufficient to support
the knowledge discovery process, we have recently proposed a general architecture
for the implementation of knowledge-based decision support systems (KB-DSS) in
translational medicine. Our approach is based on a general epistemological model of
scientific discovery process called Select and Test Model (ST-Model) [23]. The ST-
Model was developed in the field of Artificial Intelligence in Medicine as a frame-
work to design and implement expert systems [24]. It represents diagnostic reasoning
as an iterative process made of a set of distinguished steps: abstraction, which allows
to pre-process the available data; abduction, which generates a set of hypotheses by
applying domain knowledge to the data; ranking, which sorts the hypotheses on the
basis of their strengths; deduction, which derives consequences, e.g. expected find-
ings, from the hypotheses; eliminative induction, which eliminates hypotheses that
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have conflicting findings/data. In translational bioinformatics, this model can be
applied to guide the development of KB-DSS able to integrate high-throughput data
and existing knowledge. In particular we have proposed an instance of the ST-Model
to support Genome-Wide Association Studies (GWAS), which aim at finding genetic
risk factors related to a phenotype/disease of interest. GWAS look for statistically
significant differences in the distribution of a set of genetic markers, called Single
Nucleotide Polymorphisms (SNPs), between a group of cases, e.g. diseased people,
and a group of controls, i.e. healthy subjects. As GWAS exploits very large numbers
of SNPs (in the order of hundreds of thousands) in order to achieve a sufficiently
good coverage of the entire genome, the analysis of high number of patients and the
exploitation of knowledge available on the Internet is mandatory. In our proposal, the
knowledge discovery steps of GWAS are explicitly modeled and mapped into compu-
tational procedures involving phenotype definition and patients selection (abstrac-
tion), statistical analysis and SPNs selection (hypothesis generation and ranking),
access to SNP annotation databases to derive SNP-related genes and proteins (deduc-
tion), SNP filtering and ranking revision in the light of the available knowledge
(eliminative induction).

3.2 Supporting Personalized Medicine

The next challenge for translational bioinformatics is to move from “bench” to “bed”,
i.e. not only to support research on human data but also to provide instruments and
tools to assist clinical decision-making. Looking at the most recent papers on person-
alized medicine [25] the frontier is to properly assess patients’ risk and clinical condi-
tions to decide the most appropriate therapy for that particular subject.

The problems that translational bioinformatics are facing with do not differ from
the standard decision making framework: they can be broadly classified into risk
assessment and diagnosis/therapy planning. Risk assessment typically combines ge-
netic markers with life-style information to predict the probability of a future disease.
This assessment may be used to suggest changes in life style and /or to intervene with
prevention programs.

Diagnosis and therapy planning are based on a variety of different data, which in-
clude, together with clinical findings, genetic and non-genetic molecular markers (i.e.
gene expression, proteins, lipids, metabolites). One of the most interesting and distin-
guished aspects of building decision support systems for translational medicine is that
knowledge is accumulating fast. The choice of markers and the evaluation of their
potential effects should be therefore both based on formalized knowledge represented
in knowledge repositories, such as OMIM, Gene Ontology, KEGG and on new re-
ported results published in Pubmed abstracts and papers.

The current challenge is therefore to properly combine standard technologies for
decision support with text and knowledge mining. In the following section we will
describe a project on dilated cardiomiopathy that also concerns the development of a
knowledge management system, which relies on a set of different technologies to
support diagnosis and therapy planning.
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Fig. 1. Areas of decision support for molecular medicine and translational bioinformatics
applications

4 Supporting Decisions in Genetic Dilated Cardiomiopathy: The
Inheritance Project

4.1 Dilated Cardiomyopathy

Dilated cardiomyopathy (DCM) is a myocardial disorder characterized by the
presence of left ventricular dilatation and systolic impairment, in the absence of ab-
normal loading conditions (e.g. hypertension, valve disease) or coronary artery
disease [26]. DCM is the most common cardiomyopathy in the paediatric population
[27,28]. The prognosis of DCM is highly variable with five-year survival rates of
approximately 20%.

It is known that up to 35% of DCM have genetic causes. Family screening and ge-
netic studies have identified more than 30 disease-causing genes to date [29]. Varia-
tion of age of onset, disease severity and prognosis amongst members of families
carrying the same causative mutation suggests that modifier genes play a role in dis-
ease expression and response to pharmacological therapy [29].

The symptoms and signs of DCM are highly variable and depend partly on the de-
gree of left ventricular dysfunction and on the underlying aetiology. The majority of
patients show symptoms of high pulmonary venous pressure and a low cardiac output.
Associated cardiac symptoms (such as left ventricular non-compaction or short PR)
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and non-cardiac symptoms such as hearing loss, retinitis pigmentosa, myopathy, can
be present and are important to identify the causative genes [26].

Currently patients with DCM are treated in accordance with international guide-
lines for the management of heart failure with little consideration of the possible in-
fluence of the underlying aetiology, i.e. of the causative genes on the response to
treatment. Recent studies suggest that this might result in sub-optimal or inappropriate
therapy in some patients. The influence of genetic factors in determining the response
(and timing) of drug therapy is largely unstudied in DCM.

The European Commission has recently funded the Inheritance project, leaded by
the IRCCS Policlinico San Matteo Hospital of Pavia, which aims at studying the dis-
ease by improving genetic diagnosis and treatment. Within the project, we are work-
ing on the definition of a novel decision support system.

4.2 Decision Support

Among the different decision support aspects related to the Inheritance project, we are
currently working on the definition of a tool that may guide the clinicians in properly
ranking the DCM causative genes, so that their screening can be effectively per-
formed in the clinic. We can therefore consider this task as a diagnostic problem,
where we must prioritize around 30 genes for screening on the basis of the patients’
symptoms. The large variability of the patients’ data and the limited amount of for-
malized knowledge available requires the design of a decision support tool able to
provide instruments for analogical reasoning to clinicians, including case similarity,
information retrieval and text mining.

Setting the problem. Each clinical case is usually described by hundreds of features,
including anamnesis and family information, life-style, lab tests and exams, ECGs,
echo-cardiography data. Among the collected data, some of them are considered as
“red flags”, i.e. biomarkers that may be related to some gene mutation, as their cause-
effect relationships have not yet been fully established. Given the very nature of the
problem, we have implemented a decision support strategy that is reported in Figure 2.
All Pubmed abstracts are retrieved and included into an abstract corpus. The list of red
flags and the list of genes are then searched into the documents together with their
synonyms relying on the UMLS meta-thesaurus and on the Gene database. The results
can be analyzed in order to find established gene-red flag relationships, as can be found
in OMIM, and predicted relationships that can be found by the occurrence of genes and
diseases in the abstracts. Let us note that, since UMLS concepts are hierarchically
interrelated, the relationships between a gene and a red flag may also occur at different
levels of the hierarchy, including their descendants (more specific concepts) or their
ancestors (more general ones). The final matching process give rise to an augmented
weighted list of red flags related to a gene, where the weight can be calculated on the
basis of the frequency of the gene/red flag relationships. Once a single patient case is
available, it is possible to compute a matching function with the current patients data
and the weighted list of red flag to derive a prioritized list of genes. Moreover, it is also
possible to retrieve similar cases with known mutations and therapy and highlight right
or wrong previous diagnostic decisions. Rather interestingly, the process evolves over
time, and the list of red flags may be varied accordingly to the change in the available
knowledge reported in Pubmed and in knowledge repositories.
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Fig. 2. The current design of the decision support system for gene prioritization, which will be
implemented in the Inheritance project. Red flags (symptoms, diseases) and candidate genes are
searched in the DCM Pubmed abstract corpus. Thanks to a semantic matching of the genes and
red flags the genes are ordered and the list of potential red flag augmented. Matching the in-
formation with the patient’s data allow to prioritize genes. Case-based retrieval allows extract-
ing similar cases and gene priorities formerly defined in similar cases.

Current implementation. The current stage of implementation of the decision sup-
port system is related to the generation of an augmented list of red flags and to the
computational mechanisms to prioritize the genes to be screened.

To create the DCM related corpus we developed a search engine based on the En-
trez Programming Utilities (EUtils). EUtils are software tools that provide access to
Entrez data outside of the regular web query interface, in order to retrieve search
results in another environment [30]. In particular, we use the NCBI Web Service
implementation, which enables developers to access Entrez Utilities via the Simple
Object Access Protocol (SOAP). The module queries PubMed to retrieve scientific
papers dealing with the pathology of interest (DCM) in XML format, so that their
abstracts can be automatically processed and analyzed by customized NLP tools.

Once the DCM has been obtained, the biological concepts (i.e. genes and red flags
mapped on UMLS concepts) contained in the corpus are searched. In order to obtain
an exhaustive result, the initial set of UMLS concepts to be queried has been enriched
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with the whole set of synonyms extracted from the UMLS thesaurus [31]. In particu-
lar, in order to carry on this task, we have implemented a concept extraction system
that relies on the framework GATE [32]. The text analysis is handled through eight
different steps, scheduled in a pipeline-like architecture. The first five steps are com-
mon to many text-mining systems, while the last three modules have been designed
specifically for our purposes.

(1) The Text Tokenizer operates in two stages: the identification of parts of text
separated by blank spaces and the management of the language-dependent exceptions.
(2) The Sentence Splitter separates the sentences within the text. (3) The so-called
“ANNIE POS Tagger’ module assigns each previously identified token to the gram-
matical class (POS) that it belongs to. (4) The Lemmatizer derives the lemma belong-
ing to every token (i.e. the canonical form). (§) The Noun-Phrase-Chunker identifies
particular syntactical structures, called noun phrases (NP). (6) The Acronym Extractor
identifies within text the typical pattern “complete name (acronym)”. (7) The Gene
Extractor identifies the genes in the analyzed text relying on the NCBI Gene database
[34]. (8) The UMLS Concept Extractor extracts the UMLS concepts belonging to the
specific semantic groups related with known red flags. Modules (7) and (8) rely on
the information coming form the Acronym Extractor, in order to provide more reliable
results.

Two output tables are then produced, one for the genes and one for the red flags,
containing the most frequent concepts found in the DCM abstract corpus. The impor-
tance of these results is twofold: on the one hand they allow to validate the

Knowledge
Retrieval

L~

Additional Red Flags

Red Flags
r ] & 3 e
Clinical '
p— Feature:‘s .| Case | Similar
record s extraction ——] retrieval
Clinical | | Features | | [ 5
data  — "\__ 7\ =4
4 Cases
Case-
base
. -

Fig. 3. Once red flags have been augmented, they are extracted from the clinical record and
then retrieved in the case base. The knowledge retrieval step allows to (dynamically) change
the feature space. Red flags may be weighted with their relevance.
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background knowledge available on genes and red flags; on the other hand, they make
possible to enrich prior knowledge on the basis of new information coming from the
most recent literature, not yet included into the online knowledge resources. This
phase could lead to define an augmented list of DCM relevant red flags, which can be
searched in the case-base.

We have currently retrieved a corpus of more than 7000 documents by querying
Pubmed for DCM in the period 2005-2010. From this corpus we extracted two tables
reporting the list of 455 genes and 867 UMLS concepts. As a first task we verified
that such lists contain the 27 genes and 20 red flags provided by the physicians as
related to DCM. In this way it was possible to confirm the available background
knowledge.

Then, we extracted a list of potential new genes or red flags related to DCM. Fi-
nally, for each red flag, we produced a list of associated genes ordered by their rele-
vance. The relevance depends on the number of articles that support the red flag-gene
association. This information provides a gene prioritization list that can be useful in
clinical routine for diagnostic purposes.

As a simple example of this step, let’s consider the red flag related to hearing loss
problems (Table 1). We extracted the genes reported in the articles that cite any of the
UMLS concepts related to this problem. Among the genes extracted, the most
strongly associated to the hearing loss group (the one with the highest priority) is
EY A4 gene, which also appears in the 27 genes list.

Table 1. Red flags for dilated cardiomiopathy

Atrioventricular Abnormal Fabry Disease Abnormal Lactic acid
Block Phosphate measurement
measurement
Atrial Fibrillation | Myoglobinuria Abnormal Creatinine Proteinuria
clearance measurement
Wolff-Parkinson- | Homocystinuria Leukopenia Angiokeratoma
White Syndrome
Creatine kinase Hyperhomocysteine | Neutropenia Deafness
measurement mia
Sudden death Myopathy Cataract/ Cornea verti- | Holt-Oram syndrome
cillata

Once the revised list of red flags is obtained, similar cases may be found by apply-
ing a weighted similarity measures with the cases stored in a case-base of patients.
The weights are provided by the relevance of the augmented red-flags to the problem.
Case-based retrieval may provide clinicians with a set of past cases where the diagno-
sis have been already performed, which may further guide the screening and therapy
selection process (see Figure 3). The Inheritance project started on January 2010, and
the database of clinical cases will be available at the beginning of 2011. We plan to
deploy the decision support system by mid 2011.
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5 Conclusions

Translational bioinformatics is nowadays facing the challenge to support not only
researchers, but also clinical practitioners. To do so, there’s the need of merging clas-
sical bioinformatics methods, such as knowledge integration and text mining, with
decision support tools coming from clinical medicine. Case-based reasoning seem to
provide a suitable instrument in this case, as it may easily handle fuzziness and in-
completeness of the available knowledge and it may adapt decision support to the
constant increase in the body of knowledge. In the next future the paradigm of ana-
logical reasoning is likely to become a crucial enabler to help the transition of bioin-
formatics from “bench to bed”.

Acknowledgments. This work was partially funded by the projects Inheritance,
funded by the European Commission and Italbionet, funded by the Italian Ministry of
Research.
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Abstract. In this talk, we discuss and illustrate links existing between
knowledge discovery in databases (KDD), knowledge representation and
reasoning (KRR), and case-based reasoning (CBR). KDD techniques es-
pecially based on Formal Concept Analysis (FCA) are well formalized
and allow the design of concept lattices from binary and complex data.
These concept lattices provide a realistic basis for knowledge base orga-
nization and ontology engineering. More generally, they can be used for
representing knowledge and reasoning in knowledge systems and CBR
systems as well.

Keywords: knowledge discovery in databases, Formal Concept Anal-
ysis, knowledge representation and reasoning.

1 Introduction

In this talk, we will discuss and illustrate links existing between knowledge dis-
covery in databases (KDD), case-based reasoning (CBR), and knowledge rep-
resentation and reasoning (KRR). KDD techniques especially based on Formal
Concept Analysis (FCA) are well formalized and allow the design of concept
lattices (from binary and complex data). These concept lattices provide a realis-
tic basis for knowledge base organization, ontology engineering, and hierarchical
reasoning. They can be used as a backbone for an ontology by transforming for-
mal concepts into concepts representing knowledge [5l4]. From the point of view
of CBR, concept lattices may be used for a series of tasks such as:

— case retrieval: assessing similarity between cases with similarity paths, and
case or information retrieval [T9120],

— case adaptation: traversing the lattice structure for building adaptation paths
between cases [8/9],

— case learning: organizing and updating the case base and the underlying
concept lattice.

Moreover, FCA is related to data mining techniques, such a as itemset search
and association rule extraction. The use of such techniques can improve the
scalability of FCA w.r.t. the volume of data to be analyzed [28//29].

I. Bichindaritz and S. Montani (Eds.): ICCBR 2010, LNAI 6176, pp. 12010.
© Springer-Verlag Berlin Heidelberg 2010
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By contrast, we will also investigate some aspects of CBR that can be reused
in KDD and ontology learning, such as searching and managing ontology design
patterns.

2 Knowledge Discovery in Databases (KDD)

Knowledge discovery in databases (KDD) consists in processing a large volume
of data in order to extract useful and reusable knowledge units from these data.
An expert of the data domain, the analyst, is in charge of guiding the extraction
process, on the base of his/her objectives and domain knowledge. The extraction
process is based on data mining methods returning information units from the
data. The analyst selects and interprets a subset of the units for building “models”
that may be further interpreted as knowledge units with a certain plausibility.
The KDD process is performed with a KDD system based on components such
as domain ontologies, data mining modules (either symbolic or numerical), and
interfaces for interactions with the system, e.g. editing and visualization.

The KDD process can be considered along three main steps: data preparation,
data mining, and interpretation of the extracted units. At each step, domain
knowledge, possibly represented within ontologies, can play a substantial role
for improving the KDD process [I8]. Moreover, data mining methods can be
either numeric or symbolic. In this talk, we will mainly focus on the second type
and especially itemset search, association rule extraction, and Formal Concept
Analysis (and extensions) [21].

The search for frequent itemsets consists in extracting from binary tables
itemsets occurring with a support that must be greater than a given threshold
[221312913T]. Given a set of objects and a set of properties, an item corresponds
to an attribute or a property of an object, and an itemset (a pattern) to a
set of items. The support of an itemset corresponds to the proportion of objects
owning the itemset, with respect to the whole population of objects. An itemset is
frequent if its support is greater than a given frequency threshold os: a proportion
at least equal to og of objects own all items included in the itemset. The search
for frequent itemsets is based on monotony constraints (base of the Apriori
algorithm [I]). The search of frequent itemsets begins with the search of frequent
itemsets of minimal length (or length 1). Then, the frequent itemsets are recorded
and combined together to form the candidate itemsets of greater length. The
non-frequent itemsets are discarded and all their super-itemsets. The candidate
itemsets are tested and the process continues in the same way, until no more
candidates can be formed.

From frequent itemsets it is possible to generate association rules of the form
A — B relating an itemset A with an itemset B, that can be interpreted as fol-
lows: the objects owning A also own B with a support and a confidence [T23]. More
precisely, an association rule A — B has a support defined as the support of the
itemset A U B and a confidence defined as the quotient support(A U B)/support(A)
(that can be interpreted as a conditional probability). Then, a rule is valid if its
confidence is greater than a confidence threshold o¢, and its support is greater
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than the frequency threshold for itemsets os (a valid rule can only be extracted
from a frequent itemset).

The numbers of extracted itemsets and rules may be very large, and thus
there is a need for pruning the sets of extracted itemsets and rules for ensuring
a subsequent interpretation of the extracted units. This is especially true when
the interpretation has to be done —and this is usually the case— by the analyst
who is in charge of interpreting the results of the KDD process [6].

Actually, the search for itemsets and association rules are related to concept
lattices: they correspond to a breadth-first search in the concept lattice associ-
ated with the formal context under study.

3 Formal Concept Analysis and Derived Formalisms

3.1 The Basic Framework of FCA

The framework of FCA is fully detailed in [I2]. FCA starts with a formal context
(G, M, I) where G denotes a set of objects, M a set of attributes, or items, and
I C G x M a binary relation between G and M. The statement (g, m) € I is
interpreted as “the object g has attribute m”. Two operators () define a Galois
connection between the powersets (2%, C) and (2™, C), with A C G and B C M:

A ={meM|Vge A: gIm}and B'={gec G|Vm € B:gIm}.

For AC G, BC M, a pair (4, B), such that A’ = B and B’ = A, is called a
formal concept. In (4, B), the set A is called the extent and the set B the intent
of the concept (A, B). Concepts are partially ordered by (A1, B1) < (A2, Bs) <
A; C As (& By C Byp). With respect to this partial order, the set of all formal
concepts forms a complete lattice called the concept lattice of (G, M,T). As
already mentioned above, natural links exist between between concept lattices,
itemsets, and association rules [3I31128].

When one consider non binary contexts, e.g. numerical or interval data, con-
ceptual scaling is often used for binarizing data and for obtaining a binary formal
context [I2]. Then, a numerical dataset is described by a many-valued context.
(G, M,W,I) is a many-valued context where G is a set of objects, M a set of
numerical attributes, W a set of values (e.g. numbers), and I a ternary relation
defined on the Cartesian product G x M x W. The fact (g, m,w) € I or simply
m(g) = w means that the object g takes the value w for the attribute m.

Then, classical algorithms can be applied for designing concept lattices from
scaled contexts [16]. However, adapted algorithms for designing a concept lattice
may be directly applied on more complex data such as numbers, intervals, or
graphs [T7UT5IT4IT3].

3.2 Pattern Structures

Instead of applying discretization leading to space and time computational hard-
ness, one may directly work on original data. A pattern structure is defined as
a generalization of a formal context describing complex data [TTIT5].
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In classical FCA, object descriptions are sets of attributes, which are partially
ordered by set inclusion, w.r.t. set intersection: let P,Q C M two attributes
sets, then P C Q & PNQ = P, and (M, C), also written (M,N), is a partially
ordered set of object descriptions. Set intersection N behaves as a meet operator
and is idempotent, commutative, and associative. A Galois connection can then
be defined between the powerset of objects (2¢,C) and a meet-semi-lattice of
descriptions denoted by (D, M) (standing for (M, N)). This idea is used to define
pattern structures in the framework of FCA as follows.

Formally, let G be a set of objects, let (D, M) be a meet-semi-lattice of potential
object descriptions and let § : G — D be a mapping associating each object
with its description. Then (G, (D,M),6) is a pattern structure. Elements of D
are patterns and are ordered by a subsumption relation C: Ve, d € D, ¢ C
d <= ¢MNd = c¢. A pattern structure (G, (D,M),d) gives rise to two derivation
operators (-)™:

AT =T106(9), for ACG and d” ={geG|dT(g)}, forde (D,N).
geA

These operators form a Galois connection between (2¢, C) and (D, 7). Pattern
concepts of (G, (D,M),d) are pairs of the form (A,d), A C G, d € (D,N), such
that AY = d and A = d5. For a pattern concept (A,d), d is a pattern intent and
is the common description of all objects in A, the pattern extent. When partially
ordered by (Aj,dy) < (As,d2) & A1 C As (< da C dy), the set of all concepts
forms a complete lattice called pattern concept lattice. More importantly, the
operator (.)DD is a closure operator and pattern intents are closed patterns.
Existing FCA algorithms (detailed in [I6]) can be used with slight modifications
to compute pattern structures, in order to extract and classify concepts. Details
can be found in [TTIT4YTH].

Below, we analyze object descriptions as interval in numerical data. Pattern
structures allows to directly extract concepts from data whose object descriptions
are partially ordered. Considering a numerical dataset with objects in G and at-
tributes in M, a meet operator 'l on interval patterns can be defined as follows.
Given two interval patterns ¢ = ([a;, b])icq1,...,\m(}> and d = ([es, fil)icqa,..., M|}
then: ¢ Md = ([minimum(a;, e;), maximum(bs, f;)])icq1,...,,m|} meaning that
a convexification of intervals on each vector dimension is operated. The meet
operator induces the following subsumption relation C on interval patterns:
([ai, bi]) T ([ci,di]) < [ai,bi] 2 [c,di], Vi € {1,...,|M]|} where larger intervals
are subsumed by smaller intervals.

A numerical dataset with objects G and attributes M can be represented by an
interval pattern structure. Let G be a set of objects, (D, 1) a meet-semi-lattice of
interval patterns (| M|-dimensional interval vectors), and § a mapping associating
to any object g € G an interval pattern 6(g) € (D, ). The triple (G, (D,M),0)
is an interval pattern structure (see examples and details in [I5/T3]).

Pattern structures are very useful for building concept lattices where the ex-
tents of concepts are composed of “similar objects” with respect to a similarity
measure associated to the subsumption relation C in (D,M) [13].
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3.3 Relational Concept Analysis

Relational datasets are composed of a binary tables (objects X attributes)
and inter-object relations (objects X objects). Formally, these binary tables
introduce a set of objects G; described by a set of attributes M;, and, as well, a set
of relations ry C G; X G;. Relational datasets arise in a wide range of situations,
e.g. Semantic Web applications [26], relational learning and data mining [I0],
refactoring of UML class models and model-driven development [27].

Relational Concept Analysis (RCA) extends FCA to the processing of rela-
tional datasets in a way allowing inter-objects links to be materialized and incor-
porated into formal concept intents. Links are thus scaled to become relational
attributes connecting first objects to concepts and then concepts to concepts
as role restrictions do in Description Logics (DL) [2]. The new attributes are
complex properties reflecting the relational aspects of a formal concept. They
nevertheless abide to the same classical concept formation mechanisms from
FCA which means that the relational concept intents can be produced by stan-
dard FCA methods. Due to the strong analogy between role restrictions and
relational attributes in RCA, formal concepts can be readily translated into a
DL-based formalism [24], e.g. for ontology engineering purposes as in [5/4U25].

RCA was introduced and detailed in [24]. The data structure is described by
a relational context family, composed of a set of contexts {/C;} and a set of bi-
nary relations {ry}. A relation ry C G; X Gy connects two object sets, a domain
Gj (dom(rx) = G;) and a range G, (ran(rx) = G¢). RCA is based on a “relational
scaling” mechanism that transforms a relation ry into a set of relational at-
tributes that are added to the context describing the object set dom(ry). To that
end, relational scaling adapts the DL semantics of role restrictions.

For each relation ry C 0; X Og, there is an initial lattice for each object set,
i.e. £; for 0; and L, for 0. For a relation ry € 05 x 0y, a relational attribute, is
associated to an object o € 05 whenever (o) satisfies a given constraint, where
rk(0) denotes the set of objects in Oy in relation with o through ry. The relational
attribute is denoted by Vry.C (universal scaling) when ry(o) C extent(C) with
(o) possibly empty. The relational attribute is denoted by Jdry.C (existential
scaling) when ry (o) Nextent(c) # 0. Other relational scaling operators exist in
RCA and follow the classical role restriction semantics in DL.

Actually, RCA is a powerful mechanism for managing relations in the frame-
work of FCA. In CBR, it could be used for example for associating elements of
problem statements with elements of problem solutions, an association that was
not possible in [9].

4 Elements for Discussion

Usually, considering knowledge systems, and CBR systems as well, knowledge
units may have two major different origins: explicit knowledge (and cases) can be
given by domain experts and implicit knowledge can be extracted from databases
of different kinds, e.g. domain data or textual documents. Moreover, a KDD
system, as any other knowledge system, improves its performance when it is
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guided by domain knowledge [I8]. Hereafter, some requirements for KDD sys-
tems, adapted from [6I30], are listed for discussion:

— A KDD system is a knowledge system: it should present to the user the
underlying domain in an appropriate fashion and rely on domain knowledge
(e.g. an ontology).

— Extending the system knowledge: domain representation should be extensi-
ble by addition of new concepts or classes resulting from mining or querying
processes. Concepts and their instances must be reusable in queries. The
question of extracting cases from data, which have to be made precise, re-
mains open [7].

— Alternative classification and mining tools: it should be possible to define
alternative classifications of data, e.g. alternative concept lattices. A set of
different classification and mining tools should be available, possibly com-
bining numerical and symbolic methods.

— Support to analysts: analysts should be supported by adequate visualization
tools and in the interpretation of extracted units as well, in particular by
domain knowledge.

— Monitoring and documenting the system evolution: tools managing versions
can be used for monitoring changes in classes or concepts over time. The
system should document the different steps of the knowledge discovery pro-
cess.

— KDD is a flexible process and its results should reflect the plural nature of
knowledge, i.e. extracting procedural or declarative knowledge units, and, as
well, meta-knowledge units.

— KDD provides knowledge units for extending ontologies, and, reciprocally,
knowledge systems and CBR systems can be used to guide and improve
KDD.

Finally, the relations between knowledge representation, reasoning, and knowl-
edge discovery with FCA, are explained as follows in [30]. Formal concepts and
concept lattices provide a mathematization of real-world concept hierarchies.
This yields a mathematical support to human reasoning, especially using the
graphical representation of concept lattices. Then, conceptual knowledge dis-
covery, considered as pattern discovery plus knowledge creation, can be guided
by the design of concept lattices and a subsequent representation of the formal
concepts within a knowledge representation formalism such as description logics.
The process can be repeated until a satisfactory knowledge base is obtained.
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Abstract. User-generated content is everywhere: photos, videos, news, blogs,
art, music, and every other type of digital media on the Social Web. Games are
no exception. From strategy games to immersive virtual worlds, game players
are increasingly engaged in creating and sharing nearly all aspects of the gam-
ing experience: maps, quests, artifacts, avatars, clothing, even games them-
selves. Yet, there is one aspect of computer games that is not created and shared
by game players: the Al Building sophisticated personalities, behaviors, and
strategies requires expertise in both Al and programming, and remains outside
the purview of the end user.

To understand why authoring Game Al is hard, we need to understand how
it works. Al can take digital entertainment beyond scripted interactions into the
arena of truly interactive systems that are responsive, adaptive, and intelligent. I
will discuss examples of Al techniques for character-level Al (in embedded
NPCs, for example) and game-level Al (in the drama manager, for example).
These types of Al enhance the player experience in different ways. The tech-
niques are complicated and are usually implemented by expert game designers.

I propose an alternative approach to designing Game Al: Real-Time CBR.
This approach extends CBR to real-time systems that operate asynchronously
during game play, planning, adapting, and learning in an online manner. Origi-
nally developed for robotic control, Real-Time CBR can be used for interactive
games ranging from multiplayer strategy games to interactive believable avatars
in virtual worlds.

As with any CBR technique, Real-Time CBR integrates problem solving
with learning. This property can be used to address the authoring problem.
I will show the first Web 2.0 application that allows average users to create Als
and challenge their friends to play them—without programming. I conclude
with some thoughts about the role of CBR in Al-based Interactive Digital
Entertainment.
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Abstract. The need for automated text evaluation is common to several
AT disciplines. In this work, we explore the use of Machine Translation
(MT) evaluation metrics for Textual Case Based Reasoning (TCBR).
MT and TCBR typically propose textual solutions and both rely on
human reference texts for evaluation purposes. Current TCBR evalua-
tion metrics such as precision and recall employ a single human refer-
ence but these metrics are misleading when semantically similar texts
are expressed with different sets of keywords. MT metrics overcome this
challenge with the use of multiple human references. Here, we explore
the use of multiple references as opposed to a single reference applied to
incident reports from the medical domain. These references are created
introspectively from the original dataset using the CBR similarity as-
sumption. Results indicate that TCBR systems evaluated with these new
metrics are closer to human judgements. The generated text in TCBR
is typically similar in length to the reference since it is a revised form
of an actual solution to a similar problem, unlike MT where generated
texts can sometimes be significantly shorter. We therefore discovered
that some parameters in the MT evaluation measures are not useful for
TCBR due to the intrinsic difference in the text generation process.

1 Introduction

Textual Case Based Reasoning (TCBR) deals with reusing past experience stored
in the form of text such as reports, frequently asked question (fags) and emails.
However, there is the need to evaluate textual solutions proposed by a TCBR
system. User evaluation is generally accepted as the best form of text evaluation
but it is expensive and the aggregation of results from repeated experiments
is likely to be difficult due to subjective user judgements. This is different and
far more demanding than automated evaluation where experts provide reference
texts only once. Therefore automated evaluation techniques that lead to metrics
such as precision and recall (also known as accuracy and coverage) obtained
by comparing proposed texts with reference solutions are preferred [GUI3JI]. Al-
though there have been reports to show good and reliable results in some domains
[13/1], these simple metrics have also been reported to be insufficient to capture
grammatical and semantic variations in texts that occur in other domains [2].

I. Bichindaritz and S. Montani (Eds.): ICCBR 2010, LNAI 6176, pp. 21 2010.
© Springer-Verlag Berlin Heidelberg 2010
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Machine Translation (MT) on the other hand deals with producing an equiv-
alent text from one language to another. Evaluation of machine translated text
must therefore attempt to capture semantic meaning as well as differences in
word choice and order (grammatical/ semantic variations). More sophisticated
metrics than precision and recall have therefore been developed and used for
text evaluation in MT research, since semantic meaning is crucial for success-
ful translations. These metrics such as BLEU [I7] and NIST [9] have also been
reported to correlate highly with human judgements.

This paper presents the evaluation challenges for TCBR and how MT metrics
can be employed to address them. We present the similarities and differences in
MT and TCBR evaluation requirements and accordingly propose strategies to
adapt MT metrics for TCBR. MT evaluation techniques are adaptable for use
in TCBR because the common goal is to quantify the goodness of a piece of
text suggested by text generation systems. We experiment with datasets from a
health and safety incident reporting domain and compare results from applying
MT evaluation with using the simple metrics of precision and recall. Analysis of
our results show that MT metrics are generally better in capturing grammatical
and semantic variations due to their use of multiple human references.

Other sections in this paper are as follows. Related works are reviewed in
Section 2] while the text evaluation challenge and MT evaluation metrics are
discussed in Sections [3 and (] respectively. Experimental setup, evaluation and
discussion of our results appear in Section [5 before conclusion in Section [Bl

2 Related Work

The need to evaluate natural language texts is common to several research areas
in computer science. These areas include (but not limited to) Information Re-
trieval (IR) [14J3], TCBR [7/19], Natural Language Generation [I8/4] and MT
[20/17]. Generally, we can group text evaluation techniques into two broad cat-
egories: qualitative and quantitative.

Qualitative techniques involve the use of humans (experts and non-experts)
to determine the quality of some text produced by a machine. The results from
several humans are then aggregated using statistical methods to judge the av-
erage quality of such texts. The major disadvantages are that these techniques
are very expensive especially when expert knowledge is required and results are
not easily reproducible as human judgement is subjective. Nevertheless, qualita-
tive techniques have been used for evaluation across many application domains
involving natural language processing and generation (e.g. [18/5]).

On the other hand, quantitative techniques involve the comparison of machine
texts to one or more gold standards written by humans (usually experts). Here
quality of the method is gauged according to similarity at the syntactic or se-
mantic level. Quantitative techniques are typically less reliable as most of them
depend on finding matching string patterns between the machine-produced texts
and human gold standard(s). However, such techniques can be automated, are
less expensive and are easily reproducible. This also allows for easy comparison
across several algorithms that are designed for the same purpose.
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Precision and Recall are two basic quantitative metrics [6/I3] widely used for
text evaluation across several disciplines especially IR and TCBR. The basic idea
is to regard a piece of text as a bag of (key)words and to count common words
between the machine and human texts. Proportions of these common words to
the machine and human texts give a metric of precision and recall respectively.
A major drawback is that the sequence of words in a piece of text is ignored
and this can adversely affect the grammatical and semantic meaning. In other
words, a machine text with high precision and recall might not necessarily be
grammatically and/or semantically correct.

The edit distance (also called Levenshtein distance [I6]) has also been used
for text evaluation (e.g. [4]). This technique takes the sequence of words into
account and is calculated in the simplest form as the number of delete, insert
and substitute operations required to change the machine text into its human
solution equivalent. Typically, different costs are associated with each of these
edit operations. Nevertheless, the edit distance can give misleading values as well
because the same piece of text can be written in several ways without loss of
meaning. In particular, machine texts with a longer length will be unfavourably
penalized by this technique.

The link between MT and TCBR has been previously employed to enhance
retrieval [I2] . MT models are used to predict links between each keyword in the
problem to one or more solution keywords in the vocabulary. Such alignments
were used to generate a pseudo-solution for a new query using the statistically
best solution keywords linked to keywords in the query. The pseudo-solution and
original query texts are used to retrieve similar cases rather than the query text
alone. This led to improvements in retrieval accuracy. Our focus is different from
this; we apply MT evaluation techniques rather than MT models to TCBR.

3 Challenges with Evaluating Textual Solutions

This section provides an overview of a textual reuse approach called Case Re-
trieval Reuse Net (CR2N) which helps to identify relevant sections in a retrieved
solution text. Detailed discussion of the technique can be found in previous work
[112]. The focus here is to highlight the challenges faced during experimental eval-
uation on a health and safety incident reporting domain. We present the domain
of application and our task of generating textual solutions before discussing the
related evaluation challenges.

3.1 Health and Safety Incident Reports

Our corpus consists of health and safety incident reports (H&S dataset) pro-
vided by the National Health Service in Grampian. A report consists of a tex-
tual description of the incident and the action taken by the health personnel on
duty. Each record is also labelled with 1 of 17 care stage codes which identifies
a group of records such as accidents that result in personal injuries, incidents
during treatment or procedures etc. Our intention is to build a TCBR system
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that assists less experienced health personnel to generate reports when resolv-
ing /recording incidents by using previous similar experiences. Therefore, the
incident description serves as our problem while the solution text is the record
of actions taken to resolve the incident for each case in our experiments.

3.2 Textual Solution Generation with CR2N

In previous work, we introduced the CR2N architecture for text reuse [IJ2]. Here
we discuss how this architecture is used to generate textual solutions and briefly
outline the key steps. The CR2N architecture consists of two Case Retrieval
Nets CRNs [I5]: one to index the problem space and the other referred to as
the Case Reuse Net (CReuseNet) for the solution space. Figure [l illustrates the
CR2N approach to annotating a retrieved solution text on a simple case base
of six cases. There are five terms from the problem vocabulary (i.e. Problem
Information Entities, PIEs) and four terms from the solution vocabulary (i.e.
SIEs) respectively. Given a query, the best case (Cy in figure [I]) is retrieved by
activating all relevant PIEs to the query which consists of PIE;, PIE,, PIE,.
Generally the more activations the more relevant a case is to the query. The
activations are shown as solid arrows as opposed to dotted arrows for inactive
links between information entities and the cases.

Generation of a solution text begins with the activation of SIEs from the most
similar case. An SIE is a textual unit such as a keyword, phrase or sentence.
When an SIE activates similar cases to those activated by the query within a
specified k-neighbourhood of the retrieved solution, it is considered relevant to
the query. Such a relevant solution term (SIE) becomes part of the solution
text generated by the CR2N, otherwise it is discarded. The optimal k-value is
determined empirically but has been found to be about one-third (or less) of the

Case Retrﬂal Net Case Be\use Net
s N\

J

fienp
[l

Problem description vocabulary

Asengeoson uondiuosep uonn|os
| Proposed Solution |

Fig. 1. The Case Retrieval Reuse Net (CR2N) architecture
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size of the casebase [2]. Notice that this approach to solution text generation is
different from directly proposing the solution from the best match case. Instead
CR2N’s approach is more akin to solution reuse, whereby the best solution is
analyzed and only relevant parts of the solution are utilized to generate the
proposed solution for a query. The proposed solution generated by CR2N consists
of a list of reusable textual units. A complete solution is obtainable when other
relevant textual units absent in the retrieved solution are added and all textual
units are then put together to form a contextually coherent piece of text during
revision.

3.3 Challenges with Evaluation

Quality of generated solution text from CR2N measured with precision, recall
and accuracy metrics is reported in [2] using two domains: H&S incident re-
porting and weather forecast text generation. Both domains have the problem
and solution in textual form. However, they also exhibit different textual char-
acteristics such as vocabulary size, problem and solution vocabulary overlap and
the use of synonyms. These characteristics influence the evaluation results; for
instance, a large vocabulary size could mean that semantically similar texts will
have few keywords in common. We compared our CR2N results with a baseline
retrieve-only system and it showed a significantly better performance in both
domains. However, we observed that the precision, recall and accuracy scores
were comparatively lower (less than 0.5) with the H&S dataset compared to the
weather forecast corpus (greater than 0.7).

Further investigation showed that these values were misleading in that pro-
posed solutions judged relevant by a human would be judged otherwise by these
basic metrics. This is because our evaluation measures (precision, recall & ac-
curacy) only count matching keywords using their stems, lemma or synonyms.

Table 1. Sample retrievals from the H&S dataset

Query Retrieved Simi- Retrieved Reference Preci-
Problem (PIEs) larity Solution (SIEs) Solution sion
1 nurse slipt  staff member slid

and fell on on something  0.6124  examined by nurse given  0.333
wet floor wet and fell nursing staff first aid
to the floor
2 patient fell to patient was
the ground as patient fell 0.7071 examined by  advised to get 0.0
nurse assisted out of bed medical staff assistance in
him to bed and out of bed
3 needlestick first aid, blood
needlestick injury sample taken,  occupational
injury sustained 0.7746 visited health 0.333
sustained by a member occupational contacted

of staff health



26 1. Adeyanju et al.

Therefore, they are unable to capture variation in phrases/sentences that have
similar meanings but expressed by a completely different set of keywords. Poor
accuracy results were also reported when retrieved solutions are more verbose
than the reference solution.

Table [l shows three incident queries as well as the retrieved case, similarity
value and retrieval accuracies. With query 1, although the retrieved and reference
solutions are similar in meaning, retrieval accuracy is just 0.333. This is because
1 out of 3 keywords (“nurse/nursing”) is matched in the retrieved solution and
the remaining keywords though semantically similar are lexically different. Query
3 poses a similar challenge while query 2 highlights a slightly different problem.
Here, the level of detail/abstraction in the reference solution is different from
retrieved solution thereby causing the accuracy to be calculated as 0.0.

Our hypothesis is that the use of multiple references in MT evaluation tech-
niques will better capture the inherent variability in vocabulary as observed in
the H&S dataset. The use of multiple references might also be able to reduce
the problem associated with different levels of abstraction.

4 MT Evaluation Techniques

Machine Translation (MT) is a research area that deals with techniques to enable
automated translation from one language to another. There is therefore a need
to evaluate such machine generated translations (usually in textual form) for
grammatical and semantic correctness. Initial research in MT used human expert
translators for evaluating several aspects of a translated text in terms of adequate
coverage, semantic meaning and grammatical correctness [20/11]. However, more
recent work [I7/9] has reduced the demand for user-driven quality assessments
by developing automated text comparison techniques with high correlation to
human judgements. As a result, automated MT evaluation techniques are quick,
inexpensive, language independent and repeatable.

4.1 BLEU

BLEU [17] (BiLingual Evaluation Understudy) is an automated MT evaluation
technique and it was used as an understudy of skilled human judges in trans-
lation. The idea is to measure the closeness of a machine text to its human
equivalent using weighted average of phrases matched with variable length (n-
grams). It enables the use of multiple reference solutions from different experts
and this allows for legitimate differences in word choice and order. The BLEU
score is a precision-based metric which can use multiple reference solutions and
aggregates the precision scores from different word lengths; this concept is known
as modified n-gram precision. BLEU also ensures that the machine text’s length
is comparable to the reference solutions’ using brevity penalty.

Modified n-gram precision matches position independent n-grams; where n >
1 and grams are typically keywords but can include stand-alone special char-
acters and punctuations. This is similar to precision measure in Information
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Retrieval (IR). However, it is modified to ensure that n-grams can be matched
across multiple reference solutions. Each n-gram is matched in only one of the
reference solutions with the maximum count for such n-gram. The overall n-gram
precision is a geometric average of all individual precisions from 1 to n. Using
n = 4 has been found to give the best correlation to human judgements [I7].
In comparison to the criteria used in human evaluation, uni-gram precision (i.e.
n = 1) measures adequate coverage of a machine text while n-gram precision
(when n > 1) shows grammatical correctness.

Brevity Penalty (BP) on the other hand ensures that the length of machine
text is penalized if it is shorter than all the reference solutions. This is because
a text of shorter length might have a very high n-gram precision if most of its
keywords occur in any of the reference solutions. Therefore, modified n-gram
precision alone fails to enforce proper translation length. BP focuses mainly
on penalizing shorter machine texts as unnecessarily long texts will have been
penalized by the modified n-gram precision. Although recall has been combined
with precision to overcome problems with text lengths in some areas like IR,
it cannot be used in BLEU because it employs the use of multiple references
and each reference might use different word choices and order. Also, recalling all
choices is bad since a good translation will only use one of the possible choices.
BP is formulated as a decaying exponential function which gives a value of 1
when machine text’s length is greater than or identical to any of the reference
solutions length otherwise BP < 1. The BLEU metric is calculated as follows.

# of n-grams in segment i of machine text
matched in segment ¢ of any of the reference solutions

>, (# of n-grams in segment i of machine text)

1 if lsys > U7ep
BP = Uy

eXp(lf lsys ) lf lsys S l:ef

N
1
BLEU = BP -exp() A logpn)
n=1

where
Pn = n-gram precision BP = brevity penalty
lsys = length of machine text 7 =1 for TCBR
l;.; = nearest reference solution length to machine text
N = maximum size of n-gram (i.e. n =1...N)

It is important to note that the entire text is typically regarded as one segment
in TCBR (i.e. ¢ = 1) when calculating p,,. This is because there is usually no
knowledge of aligned segments between proposed and reference texts unlike MT
where translations are done segment by segment. Figure 2 shows an example
from our H&S dataset with multiple references and is used in the sample BLEU
calculation shown in figure Bl Here, we compare the generated solution with
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QUERY
Problem: “patient fell to floor when getting out of bed.”

Ref Solution1: “patient checked by jnursing|ktaff]” multiple

Ref Solution2: “first aid.” reference
Ref Solution3: “examined|by medical staff.” solutions

RETRIEVED CASE
Problem: “patientslid off of her bed and fell to the floor.”

Solution: ‘examined by[nursingfstaff]” —s retrieved solution/

machine text

Fig. 2. A test case with multiple reference solutions

SINGLE REFERENCE (N=1, i.e. unigram) MULTIPLE REFERENCE (N=1)

# of keywords in machine text (/)= 3 # of keywords in machine text (/)= 3

Ref solution length (/7= 4 [Ref Soln 1] Closest Reference length (/*,.¢)= 3 [Ref Soln 3]
Number of matches with reference= 2 Number of matches with reference= 3
Unigram precision (p,)= 2/3 = 0.67 Unigram precision (p;)= 3/3 = 1.0

BP=exp(1- 4/3)= 0.719 [i.e. ly<l* o] BP=exp(1- 1/1)= 1.0 [i.e. [,=I*

BLEU1 score= 0.719*exp( 1*log 0.67)= 0.6042 [ BLEU1 score = 1.0*exp( 1*log 1)= 1.0

Fig. 3. A sample BLEU calculation with H&S dataset

the three reference solutions. Precision with a single reference solution (say Ref
Solutionl) matches only keywords “nursing” and “staff” from the machine text.
However, keyword “examined” is also matched when multiple reference solutions
are in use. A larger BLEU score is therefore obtained with multiple references.

4.2 NIST n-gram Co-occurrence Statistics

NIST n-gram co-occurrence statistics [9] is a more sophisticated MT evaluation
technique. It was designed while experimenting with BLEU for stability and
ability to reliably predict human quality assessments. NIST builds on the BLEU
idea by modifying the weighting scheme for calculating precision. This is done by
using information weights rather than frequency of occurrence and an arithmetic
average of n-gram weights as opposed to geometric mean of n-gram precisions.
Information weights are computed for n-grams such that those that occur less
frequently have more weights as they are deemed to be more informative. In
addition, brevity penalty was modified to minimize the impact of small variations
in the generated text’s length as they do not generally affect human judgements.

A significant improvement in stability and reliability was reported with NIST
when compared with BLEU from experiments across several coporal9]. In other
words, NIST is less sensitive to variation in the level of human expertise. Its
correlation to human judgement is also more consistent across corpora from
different languages. The NIST formula is given below.
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1 if lsys > lref

BP = eXp{mogz min ()]} .

info(n-gram) = info(wy ... wy,)
1o (# of wq ...wy,_1 in reference solutions)
= 1082 # of wy ... w, in reference solutions

NIST = BP - g: 2 Yn-gram € sys nfo(n-gram)
n=1 # of n-grams in machine text

where

w= a word in the machine text

info= information weight

N = maximum size of n-gram (i.e. n=1...N)

B = —4.3218, chosen such that BP=0.5 when lsys/lrer=2/3
lsys = number of words in machine text (sys)

lrey = average number of words in reference solutions

A sample NIST calculation which also uses the example test case from our H&S
dataset (see figure [2)) is shown in figure @l NIST penalizes shorter machine text
more as shown by the smaller BP score as compare to BLEU’s for a single
reference. As expected, the NIST values obtained are larger than BLEU’s due
to the use of information weights. NIST values can also be greater than 1 as
opposed to BLEU values which are always between 0 and 1. Larger NIST (or
BLEU) scores indicate better machine text’s correlation to human judgement.

SINGLE REFERENCE (N=1 i.e. unigram) MULTIPLE REFERENCE (N=1)

# of 1-gram in reference= 4 [Ref Soln 1] # of 1-gram in all references= 9 [Ref Soln 1-3]
info (examined)=0 info (examined)=log, (9/1)= 3.17

info (nursing)= log, (4/1)= 2 info (nursing)= log, (9/1)=3.17

info (staff)= log, (4/1)= 2 info (staff)= log, (9/2)= 2.17

# of keywords in machine text (/,,,)=3 # of keywords in machine text (/)= 3
Average Reference solution length (/,.)=4 Average Reference solution length (/,.7)=3
BP= exp(-4.3218*l0g?[3/4])= 0.6993 BP= exp(-4.3218*log?[3/3])= 1

NIST1 score= 0.6993*[(0+2+2)/3]= 0.9324 NIST1score= 1*[(3.17+3.17+2.17)/3]= 2.8367

Fig. 4. A sample NIST calculation with H&S dataset

5 Experimental Setup

We evaluate the quality of the text generated by CR2N on the H&S dataset
using the MT evaluation metrics, BLEU and NIST, discussed in sections 1]
and respectively after creating a new dataset with multiple references. Our



30 1. Adeyanju et al.

new dataset is also evaluated using the previous metric of precision and compare
results with those obtained from the MT metrics. Multiple references give better
evaluation results as they are better able to capture grammatical variations in
texts but obtaining multiple references is not trivial. Therefore a novel intro-
spective approach is employed to generate these references for our evaluations.

5.1 Generation of Dataset with Multiple Human References

Our original H&S incidents dataset consist of 362 cases belonging to the same
care stage code. Each case has just 1 sentence in both the problem and solution
texts since our evaluation metrics work at keyword granularity and alignment of
sentences across cases are unknown. A new dataset with multiple reference solu-
tions is needed to test our hypothesis that multiple references capture variability
in word choice/order during evaluation. However, such multiple references were
absent in the original H&S dataset. The CBR assumption that similar problems
have similar solutions implies that identical problems should have same solu-
tions. We therefore exploited this similarity assumption to create a new dataset
from the original dataset with multiple references which was hitherto absent.
This is done in a leave one out experiment design where each case is used as a
query to retrieve the nearest neighbours. Solutions from neighbours with a sim-
ilarity of 1 are then selected to form multiple reference solutions for each case
while ignoring identical solutions. Here, a similarity of 1 does not necessarily
mean that the problem texts are identical. This is because our similarity metric
uses a bag of word representation in which stop words are removed and keywords
stemmed. This process led to the extraction of 34 cases generally with 2 to 4
multiple non-duplicated reference solutions. An example of such a test case with
three solutions is shown in Table[2l These 34 cases were used as test cases while
the remaining 328 cases formed our case base.

Table 2. A sample test case with multiple solutions created from the previous dataset

Problem: “patient fell to floor when getting out of bed.”
Solutionl: “patient checked by nursing staff.”

Solution2: “first aid.”’

Solution3: “examined by medical staff.”

The problem and solution texts are preprocessed using the GATE library
[8] where texts are split into keywords. Stop words are removed and keywords
stemmed to cater for morphological variations. During evaluation, synonym key-
words are matched using WordNet [10] as well as keywords with the same lemma
but different stems (e.g. gave/ given, fallen/ fell etc).

5.2 Evaluation and Discussion

We explore the usefulness of MT metrics, BLEU and NIST, when comparing
two text reuse techniques.
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1. Baseline retrieve-only system
2. Textual solution generation with CR2N

The average precision is also measured in addition to the two MT metrics us-
ing single and multiple reference solutions. The evaluation results for average
precision, BLEU and NIST are shown in TablesBIA, B & C respectively. It can
be seen across all three tables that the use of multiple reference solutions for
text (retrieved or CR2N generated) evaluation always gives better results than
using a single reference solution. Close examination of the 34 test cases suggests
that these improvements are intuitive and better aligned with human judgement.
This is because multiple references reduce the effect of variability in the domain
vocabulary on our evaluation metrics thereby giving higher values that correlate
better with human judgements. This also aligns with the reason why qualitative
text evaluation typically involves the use of multiple human experts to reduce
bias to a certain style of writing. We therefore suggest that multiple reference
solutions (when available) should be utilized for TCBR evaluation but they can
also be learnt introspectively from the casebase as explained in Section .11

The result in TablesBIA & B also show that the precision scores are identical
to BLEU when N = 1; this means that the length of most retrieved or CR2N
generated solution texts were identical to one of the references implying that
the brevity penalty has no effect. The brevity penalty is the only thing that
differentiates precision from BLEU when N = 1. Therefore, the average BLEU
score is expected to be less than precision’s if it has an effect. This effect is
illustrated in figure[Bwhen a single reference is used; precision is 0.67 while BLEU
score is 0.6042 due to a brevity penalty of 0.719. The fact that the brevity penalty
has no effect is generally true for TCBR since generated textual solutions are
obtained from reference solutions to similar problems unlike MT where generated
text can be shorter.

We use k = 9 for the CR2N after conducting an empirical study on the neigh-
bourhood size. As shown in the Table Bl average retrieval and CR2N results are
generally comparable across all 3 metrics; precision, BLEU, and NIST. Tests
of statistical significance also showed no significance between each pair of re-
trieval/CR2N results (p = 0.7107 > 0.05 at 95% confidence). This shows that
the CR2N has no considerable improvement over retrieval for the 34 test cases
with multiple solutions used in our experiments. This can be explained by the
fact that most of the retrieved solution texts (description of the action taken)
were sufficient to assist a health personnel to solve the test queries (incident
descriptions) when checked manually. Over 80% (28 out of 34) of the retrieved
solution texts can also be reused verbatim during documentation of incidents
with very little modifications. It is important to emphasize here that CR2N cap-
tures this since it is not worse than retrieval’s results according to the three
metrics. Nevertheless, averages are not able to show certain patterns if the dif-
ference in average between two result sets is small but the data is skewed with
a comparatively large standard deviation (SD).

Further investigation revealed that the standard deviation of the individual 34
results were large as compared to the average; for instance, SD = 0.46 against
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Table 3. Evaluation of textual solution generation quality in H&S incident reporting
(A)Average precision (B) Average BLEU scores (C) Average NIST scores

(A)
Average N=1 N=2
Precision Single Ref Multiple Ref Single Ref Multiple Ref
Retrieval 0.28595 0.52124 0.14706 0.35294
CR2N (k=9) 0.29160 0.53072 0.14706 0.35294
(B)
Average N=1 N =2
BLEU Single Ref Multiple Ref Single Ref Multiple Ref
Retrieval 0.28595 0.52124 0.15161 0.40167
CR2N (k=9) 0.29160 0.53072 0.15161 0.40167
(©)
Average N=1 N =2
NIST Single Ref Multiple Ref Single Ref Multiple Ref
Retrieval 0.43575 1.31441 0.43575 1.34382
CR2N (k=9) 0.44511 1.34139 0.44511 1.37081

Table 4. Clusters of precision results indicating where CR2N improves significantly
over retrieval for the 34 cases with multiple reference solutions

Precision (N = 1, Number of Average Average

multiple Ref) cases Retrieval CR2N
Score =0 6 0 0

0 < Score < 1 12 0.1435 0.1704
Score =1 16 1 1

average precision = 0.52 for the retrieval results with multiple references. The
same phenomenon applies to the results in Table [B] where N=1 for the three
evaluation metrics and N=2 for NIST. The SD for results from the use of single
references was generally greater than their averages. We discovered that the re-
sults where CR2N slightly improves over retrieval formed three natural clusters:
score=0, 0 < score < 1 and score= 1 as shown in Table d and Figure Bl The 6
cases with zero retrieval scores (cluster 1 in Figure Bl cannot be improved since
it means that none of the retrieved keywords matches the query’s reference solu-
tions. The CR2N aptly identifies this by discarding all of these keywords during
it text generation process. However, this cannot be captured by the precision
measure as well as the MT metrics since they do not take true negatives into
account. CR2N also uses all keywords in its generated text for the 16 cases where
retrieval precision is one (cluster 3). Importantly, it is able to identify when all
keywords in the retrieved solution text should be included in its generated text
solution. The CR2N generated text outperforms retrieval for the 12 middle cases
with retrieval scores between 0 and 1 (cluster 2) and this is significant at 95%
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Fig. 5. Graph of precision results for the 34 test cases with multiple references

(p = 0.045 < 0.05). A similar trend is observed for the BLEU and NIST results.
Here, precision and the MT metrics are therefore only able to show improvements
in retrieval when the retrieval scores are greater than zero.

6 Conclusion

The use of MT evaluation metrics to evaluate quality of generated textual solu-
tions for TCBR is the main contribution of this paper. Two MT metrics, BLEU
and NIST are adapted for TCBR evaluation with multiple reference solutions.
We also propose a novel introspective method to generate multiple references
when they do not naturally occur in a domain. Multiple references reduce the
effect of different writing styles or variations in word choice on text evaluation.
They therefore give more reliable and accurate results that correlate better with
human judgements. Experimental results on a health and safety incidents dataset
gave better results that were closer to human judgements with multiple reference
solutions as opposed to the use of single references. We intend to carry out an
extensive user evaluation to quantify the correlation of these MT metrics with
human judgements for this dataset.

We also discovered that parameters like brevity penalty are not very important
for TCBR because the generated texts are usually not significantly different from
the reference solutions in length. We intend to verify this further by applying
the MT metrics to other TCBR domains where multiple references are available
or can be created introspectively.
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Abstract. Interpreting time series of measurements and exploring a
repository of cases with time series data looking for similarities, are non-
trivial, but very important tasks.

Classical methodological solutions proposed to deal with (some of)
these goals, typically based on mathematical techniques, are character-
ized by strong limitations, such as unclear or incorrect retrieval results
and reduced interactivity and flexibility.

In this paper, we describe a novel case base exploration and retrieval
architecture, which supports time series summarization and interpreta-
tion by means of Temporal Abstractions, and in which multi-level ab-
straction mechanisms and proper indexing techniques are provided, in
order to grant expressiveness in issuing queries, as well as efficiency and
flexibility in answering queries themselves.

Relying on a set of concrete examples, taken from the haemodialysis
domain, we illustrate the system facilities, and we demonstrate the ad-
vantages of relying on this methodology, with respect to more classical
mathematical ones.

1 Introduction

Analysing and interpreting long and complex time series of measurements is
a key requirement in several real world applications, in which the pattern of
feature changes is critical for decision making. This consideration strongly applies
to the medical domain [I6], especially in those situations in which a continuous
monitoring of the patient’s health indicators is required - such as in intensive care
units [26] or in chronic diseases [323]. As a matter of fact, in these applications
several process features are naturally collected in the form of time series, either
automatically generated and stored by the monitoring instruments, or obtained
by listing single values extracted from temporally consecutive visits/situations
(as e.g. the series of glycated haemoglobin values, measured on a diabetic patient
once every two months).

Interpreting time series features on screen or on paper can be tedious and
prone to errors. In a medical setting, physicians may be asked to recognize small
or rare irregularities in the series itself, or to identify partial similarities with
previous situations: for instance, it could be important to highlight the past
occurence of a similar trend behaviour in time in a given feature (referring to

I. Bichindaritz and S. Montani (Eds.): ICCBR 2010, LNAI 6176, pp. 36 2010.
© Springer-Verlag Berlin Heidelberg 2010
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the same patient, or to a different one), independently of its actual values. Such
identification may be extremely relevant for patient care, but may also require
a significant amount of expertise in the specific field [25]. Similar consideration
can be applied to any other application field, having time series interpretation
as a core business (e.g. financial analysis, wheather forecasting, etc...). In all
these domains, an automated decision support and data interpretation strategy
is therefore strongly desirable.

Case-based Reasoning (CBR) [1] has recently being recognized as a valuable
decision support methodology in time dependent applications (see e.g. [22], and
section M), provided that proper case representation and retrieval strategies are
implemented. In particular, most of the approaches proposed in the literature to
this end are based on the common premise of dimensionality reduction; this allows
one to reduce memory storage and to simplify time series representation, still cap-
turing the most important characteristics of the time series itself. Dimensionality
is typically reduced by means of a mathematical transform, able to preserve the
distance between two time series (or to underestimate it). Widely used transforms
are the Discrete Fourier Transform (DFT) [2], the Discrete Wavelet Transform
(DWT) [7] and the Piecewise Constant Approximation (PCA)[I5]. Once a series
is transformed, retrieval then works in the resulting time series space.

However, mathematical transforms have several limitations. First, they can
be computationally complex, and often require additional pre-processing steps,
such as mean averaging and zero padding (see e.g. [25] for details). Additionally,
they work well with series with relatively simple dynamics, but they can fail to
characterize more complex patterns [8]. Moreover, in many cases, they operate in
a black-box fashion with respect to the end users, who just input the query and
collect the retrieved cases, but usually do not see (and might not understand the
meaning of) the transformed time series themselves; furthermore, users are usu-
ally unable, in such approaches, to interact with the system, during the retrieval
process. Finally, mathematical transforms force the user to issue a very precise
query, in which both trend and value information must be provided; indeed, re-
trieval is usually based on standard Euclidean distance among the transformed
time series points. This requirement may be hard for an end user, as it is actu-
ally the case for a physician. Moreover, such methods may incorrectly answer a
query in which e.g. only trend similarity is looked for, or get lost in time series
details (e.g. small oscillations), thus not retrieving cases with a basically similar
behaviour.

Our research group has recently proposed [21] to exploit a different technique
for dimensionality reduction and flexible retrieval, namely Temporal Abstrac-
tions (TA) [30/4J27120]. TA is an Artificial Intelligence (AI) methodology able
to solve a data interpretation task [30], the goal of which is to derive high level
concepts from time stamped data. Operatively, the principle of basic TA meth-
ods is to move from a point-based to an interval-based representation of the data
[4], where the input points (events) are the elements of the time series, and the
output intervals (episodes) aggregate adjacent events sharing a common behav-
ior, persistent over time. Basic abstractions can be further subdivided into state
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TA and trend TA. State TA are used to extract episodes associated with qual-
itative levels of the monitored feature, e.g. low, normal, high values; trend TA
are exploited to detect specific patterns, such as increase, decrease or stationary
behaviour, from the time series.

Through TA, huge amounts of temporal information can then be effectively
mapped to a compact representation, that not only summarizes the original lon-
gitudinal data, but also highlights meaningful behaviours in the data themselves,
which can be interpreted by end users as well (in an easier way if compared to
mathematical methods outputs). TA-based dimensionality reduction appears to
be well suited for several application domains, and in particular for medical ones
(see also section Hl).

In this paper, we describe the functionalities of an intelligent case base ex-
ploration and retrieval system, which implements the techniques previously de-
scribed in [21], to support data interpretation through TA.

More precisely, our system allows for multi-level abstractions, according to two
dimensions, namely a taxonomy of (trend or state) symbols, and a variety of time
granularities. This functionality provides (1) great expressiveness in issuing
queries, which can be defined at any level of detail in both dimensions. Moreover,
we provide end users with (2) a significant degree of flexibility in the retrieval
process, since they are allowed to interact with the system, and progressively
reduce/enlarge the retrieval set, depending on their current needs. Finally, we
grant for (3) computational efficiency, since query answering takes advantage
of multi-dimensional orthogonal index structures for focusing and early pruning.

In the next sections, by means of a set of concrete examples taken from the
haemodialysis domain, we illustrate such facilities, and we demonstrate the ad-
vantages of relying on this methodology, with respect to more classical mathe-
matical ones.

The paper is organized as follows. Section [2] describes the tool functionali-
ties. Section [3] provides some experimental results in the haemodyalisis domain.
Section @] compares our tool with related works, and section [l addresses our
concluding remarks.

2 System Functionalities

In this section, we describe the system functionalities introduced in section 1.
Our tool is composed by two main modules:

— a GUI module, which is used to interact with the system;

— a TA ENGINE module, which is responsible for building the orthogonal
index structures, and for navigating them in order to support efficient and
flexible retrieval.

In particular, our system allows for multi-level abstractions. We can abstract
time series data at different levels of detail, and users can issue more general as
well as more specific queries, according to two dimensions, which are formalized
by means of two taxonomies: (i) a taxonomy of (trend or state) TA symbols, and
(ii) a taxonomy of time granularities.
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Since our tool has been designed and implemented in order to be domain
independent and to obtain the maximal generality, all the information which
regards the description of the domain application must be taken as an input by
the TA ENGINE. This holds for the two taxonomies; obviously, depending on
the application domain, the definition of symbols or granules can change and the
taxonomies can become wider or higher. In the rest of the paper, we exemplify
it by describing a specific application to the haemodialysis domain.

The TA symbol taxonomy is organized as a conventional is-a taxonomy. For
our experiments in the haemodialysis domain (see section[3]), we have defined the
taxonomy of trend symbols shown in figure[Il to which we will refer henceforth.
The taxonomy is organized as follows: the symbol Any is specialized into D
(decrease), S (stationary), I (increase), and D is further specialized into Dg
(strong decrease) and Dy (weak decrease), according to the slope; I is further
specialized into Iy (weak increase) and Ig (strong increase). Moreover we have
introduced two special symbols, i.e. U (Unknown), M (Missing). U means that no
TA symbols capture the signal behaviour (e.g. due to noise problems), while M
means that data are missing (e.g. because the available monitoring instruments
are not returning any data).

D = Decrease
Ds = Ztrong Decrease
Any Dw = Weak Decrease
3 = Stationarity
I = Increase
TIw = “Weak Increase
Is = 3Strong Increase
T = Unknown
/D\ S /I\ U M M = Missing
Dy Dyw S Iw Ig U M

Fig. 1. The symbol taxonomy used in the experiments

The time granularity taxonomy allows one to describe the episodes at increas-
ingly more abstract levels of temporal aggregation, starting from the bottom
level; in our example domain, at the bottom level we find 5 minutes long gran-
ules, while at top level we aggregate episodes up to 4 hours long granules (see
figure ).

In order to abstract along the temporal dimension, a special function, called
the wup function, is needed in order to scale up from one level to the coarser
one in the taxonomy. Again, since abstracting from one granularity to a coarser
one is a highly domain-dependent procedure, the definition of the up function
should be provided by domain experts and is required as an input to the TA
ENGINE. Analogously, experts need to provide a proper distance function, to
compute the distance between two cases. We allow the maximal generality in the
up and distance function definitions, provided that they verify some very general
constraints in order to avoid ambiguities (see [21] for the details).
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Fig. 2. The time granularities taxonomy used in the experiments

Cases are stored in a specific database. Their features, originally in the form of
time series, have been preprocessed through TA to transform them in sequences
of abstractions at the lowest level of detail according to both taxonomies [,

To perform a query, the TA ENGINE module takes advantage of a forest of
multi-dimensional indexing trees which is built off-line; the engine also relies on
the time and symbols taxonomies and on the up function, for the generalization
task. Each tree indexes a portion of the case base, accordingly to the trend
symbol(s) specified in its root, i.e. at the highest level of granularity in time
and in the taxonomy of symbols. For instance, the tree in figure Bl indexes all
the cases whose feature shows a global increasing trend. Each node can expand
in two dimensions: a leading dimension (e.g. time) and a secondary one (e.g.
symbols). In the leading dimension, the children of the current node will index
cases compatible with sequences of trends obtained at the same symbol level,
but at a lower time granularity; moving in the secondary dimension, the tree
will index nodes partitioning the space at the same time granularity, but at a
lower symbol level. The root node I in figure Bl for instance, is refined along
the time dimension from the 4 hours granularity to the 2 hours granularity, so
that the nodes II, IS and SI stem from it, provided that up(I, I) = I, up(l,
S) = I and up(S, I) = I . Moreover the root node I is refined in the nodes
Iw and Ig according the symbol taxonomy. Indexes can be incomplete and can
grow on demand, on the basis of the available data and of the most frequently
issued queries. The domain expert can also define which are the leading and the
secondary dimensions before generating the tree. For further details, see [21].

Although the use of a symbol taxonomy and/or of a temporal granularity
taxonomy has been already advocated in other works (e.g. in a data warehouse
context, see [34]), to the best of our knowledge our system is the first approach
attempting to fully exploit the advantages of taxonomical knowledge in order

! In the following, for the sake of clarity, we will focus on a single time series feature.
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Fig. 3. Part of a multi-level orthogonal index structure

to support (i) case navigation and (ii) flexible case retrieval. For what concerns
navigation (i.e. case exploration), our system allows to enter a proper index
in the forest and to visit it, visualizing children (in both dimensions), siblings
and father of every node. In this way the users can easily analyze cases, whose
features can be abstracted as identical or very similar TA strings. The retrieval
task asks the user to provide a sequence of TA symbols as a query, specified at
any level of detail both in time and in the symbol taxonomy. The system will
then elaborate the query and retrieve all the cases compatible with the query. If
results are not satisfactory, the user can interact with the system and navigate
the multi-dimensional index(es), generalizing or restricting the initial query in
either the time or symbol dimensions, in order to find a larger or narrower set
of cases, depending on her/his current needs.

Details of query answering are illustrated in section [B] by means of specific
examples in the haemodyalisis domain (for other additional technical details
about the framework see also [21]).

3 Experimental Results

We executed our experiments in the haemodialysis domain, using a dataset con-
taining data belonging to 37 real patients, for a total of 1475 haemodialysis
sessions (i.e. cases), collected at the Vigevano hospital, Italy. In particular, we
focused our attention on the analysis of the blood pressure feature. In this sec-
tion, we report on the difference between the results obtained with a classical
method based on a mathematical transform (i.e. DFT), and the ones obtained
using our TA-based flexible retrieval.

Diastolic pressure trends are an important indicator of the haemodialysis ses-
sion performance. The desired overall trend for this feature is a slight, constant
decrease from the start to the end of the session, due to the reduction of metabo-
lites and water from blood. Clinical studies state that intradialytic increase in
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diastolic pressure (DP hanceforth) can complicate the management of hyperten-
sion in haemodialysis patients. Furthermore, DP increasing trend is associated
with greater 2-year mortality in these patients [I1]. It is therefore important to
study this trend, in order to verify which patients are affected by intradialytic
increases in DP, and in what haemodialysis sessions this problem arises.

To afford this task, we compared the approach described in this paper with a
more classical approach we implemented in the past within the system RHENE
[23]. That approach was based on DFT for dimensionality reduction, and on spa-
tial indexing (through TV-trees) for further improving retrieval performances.

As a first consideration, it is worth highlighting the greater expressiveness
of the TA-based approach, in which we can provide the query as a sequence of
symbols describing the abstractions to be searched for, at any level of detail in
both dimensions. On the other hand, mathematical methods require to provide
a whole time series as a query, built to match the characteristics (e.g. trend) we
are interested in. This can be a very complex operation for an unexperienced
user. In RHENE we mitigated this difficulty by allowing the user to provide
an existing case, whose shape basically showed the desired characteristics, as a
query. As an example, we will consider the query case belonging to patient 49, in
session 177, taken from our case library. The shape of this signal represents the
clinical problem we are going to investigate: in particular, DP basically mantains
a stable trend for the first part of the dialysis session, then it slightly increases
until the end of the session. The plot is shown in figure @l

£ Serie: Paziente 49 - Segnale 24 - N. Dialisi 177 NSRS
e —— e

-

LLE )

Fig. 4. The query case

The nearest 8 results obtained through DFT are shown in figure [l

Looking at figure[Bl we can see that not all the retrieved cases are compatible
with the shape we were searching for. In particular, we have obtained 2 results
showing the correct trends (patient 43, session 313, and patient 46, session 272);
3 results showing an increasing trend, but with some instability (patient 39,
session 276; patient 61, session 12, and patient 39, session 275), and a result
which is almost stable, but with frequent episodes of increasing and decreasing
trends (patient 2, session 292). One result even shows an overall decreasing trend
(patient 31, session 434).
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Fig. 5. The best 8 results using DFT

It can be noticed that the results whose trends are not looking similar to
the query, are compatible with the retrieval strategy that has been adopted:
using the Euclidean distance over the series points, the system retrieves cases
that minimize the overall alignment around the points of the query. Considering
this point of view, the result showing an overall decreasing trend is correctly
retrieved, because its plot is not far from the plot of the query, comparing their
values one by one. Figure [0l shows this situation.

Adopting the approach introduced in this paper, on the other hand, the query
can be simply issued as a string of trend symbols. The DP problems we are
looking for (taking place in the case belonging to patient 47, session 177) can be
expressed as the following string: SSIyw SSIw Iw Iy, if choosing a time granu-
larity of 30 minutes. In order to answer this query, the system first progressively

Fig. 6. Comparison between the query case (dotted line) and a result with a decreasing
trend
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Fig. 7. The generalization steps for the example query

generalizes it in the symbol taxonomy dimension, while keeping time granularity
fixed. Then, it generalizes the query in the time dimension as well. The gener-
alization steps are shown in figure [ and allow to select the index in figure [3]
for optimizing retrieval. Following the generalization steps backwards, the user
can enter the index from its root, and descend along it, until the node which
fits the original query time granularity is reached. If an orthogonal index stems
from this node, the user can descend along it, always following the query gener-
alization steps backwards, until the same level of detail in the symbol taxonomy
is reached, as in the original query, or at any level desired, depending on the
results obtained from time to time.

In the example, 3 cases could be retrieved from node SSIy SS Iy Iw Iy, which
exactly matched the query. In order to enlarge the retrieval set, the user can
interactively relax the query constraints, being guided by the index structure. In
this case, we could generalize the initial requirement to a higher level of detail
both in the taxonomy of symbols, and in time granularity, thus reaching node
STIT at 1 hour granularity level. All the cases indexed by the selected node still
have a zero distance from the (relaxed) query; this is because the up function
preserves the distance and node SIII is the abstraction at 1 hour-granularity of
the 30 minutes-granularity query (see details in [21]) . However, the user can also
visualize the cases indexed by the siblings of this node, grouped into different
sets, depending on the distance from the query itself. The distance from the query
to a sibling of this node, for example the node STI1, is computed using a suitable
distance measure between abstraction sequences as illustrated in [21]. Figure B
shows the 19 nearest cases retrieved, indexed by node SIIT (at distance=0,
group A in Figure B) and by its nearest sibling SIST (at distance=1.5, group
B). Please note that, among the cases retrieved at distance=0, we find the case
used as the query of the DFT method (patient 49, session 177).

For comparison with the DFT method, we also provide the plots of 8 out of
the best retrieved cases (3 at distance=0, and 5 at distance=1.5 from the query)
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A) Results from the selected node: 5,1,1,1

Patient Session TA string at ground level

a9 177 |
2 284
41 333
46 264 |'5,5,5,5,5,5,5,11,5.5.5,5.5,1w,5,5,5,5,Iw,5,5,5,M,M

B) Results from the sibling node: 5,1,5,1 = distance from query: 1.5

Patient Session | TA string at ground level

2 280 5,5,15,05,5,0w,5,5,1w,5,5,1%,5,5,5,1w,5,5,5,M,M,M,M,M
27 424 5,5,5,5,5,15,5,5,5,1W,5,5,5,5,1w,5,5,5,5,5,5,5,15,M
27 442 1°5,5,5,5,5,5,5,5,5,5,15,5,5,5,5,5,5,1w,5,5,5,5,M,M

30 451 5,5,5,5,5,5,5,5,1w,5,5,5,5,5,1%,5,5,5,5,5,5.5,5,5

36 363 i i
(a3 313 5,5.5 5.5,5,5,5,1w,5,5,5,5,5,5,1w,5,M, M, MM
46 220 1'5,5,5.,5,5.5.5,1w,5,5.5,5,5,5,5,5,15,5,5,5,5,5,M,M
a6 234 | 5,5,5,5,5,5.1w,5,5,5,5,5,5,5,5,Iw,5,5,5.M,M, M, M,M
a6 250 5,5.5,5,5,5,1%,5,5,5,5,5,5,5,5,5,1w,5,5,5,5,5,M
a8 205 5,5,5,5,5,5,5,1,5,5,5,5,5,5,5,5,5, lw,5,M,M, M, M,M
48 230 1'5,5,5.5,5.5.5,5,5,5.5,11.,5,5,5,5.5,1w,5,5,5,5,M,M
a8 241 5,5,5,5,5,5,1w,5,5,5,5,5,5,5,5,IW,5,5,5,5,M,M,M,M
53 34 5,5,5,5,5,11,5,5,5,5,5,5,5,5,5,5,1W,5,5,5,5, M, M
53 55 | 5.5,5,5,5,5,1w,5,5,5,5,5,5,Iw,5,5,5,5,5,M,M,M,M,M
57 21 5,5,5,5,5,5.5,1w,5,5,5,5,5,5,15,5,5,5,5,5,5,5.5M

Fig. 8. Results using TA-based flexible retrieval

in figure @ All cases match the required trend. However, observe that only one
case (patient 43, session 313) was also obtained by DFT, see figure £l
From these experimental results, some observations can be drawn:

— considering the 19 best retrieved cases obtained through DFT (the number
was chosen for comparison with the results in figure Bl), we verified that only
1 case was retrieved by both approaches. This is reasonable, since the two
methods work in a different way, giving a different semantics to the query.
When adopting mathematical methods, we look for cases whose point-to-
point distance from the query is globally minimized, which means that we
are searching for the best overall alignment of the resulting case over the plot
of the query. The main focus is on values, rather than on the shape. Using
TA, instead, we focus on the shape, rather than on values. The choice of the
best method to be adopted depends on the domain, and on the specific user
needs. Interestingly, the integration of the two different methods in a single
system would allow the user to explore the same data from different points
of view. Integrating the TA-based approach in RHENE will be object of our
future work;

— considering the dynamics of the actions performed to answer a query, it
is clear that mathematical methods work in a black box fashion. The user
selects the query case, sets the parameters of the query (e.g. the value of K for
K-Nearest Neighbour, or a maximum distance for a range query), and then
the system performs its retrieval task. Using our TA-based method, instead,
the user can drive the query in an interactive fashion, taking control of the
retrieval task by navigating the indexing structure, to find the proper level of
generalization or refinement of the query. The system is able to help the user
in navigating the structure and in selecting the proper navigation direction,
providing him/her with quantitative and qualitative information about the
cases indexed by sons and siblings of the currently visited node (i.e. the
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Fig. 9. Plots of the best results obtained using TA-based flexible retrieval

number of indexed cases, the sequence of abstractions representing the cases
and the distance from the sequence of abstractions representing the node
currently visited by the user).

— the results of the query performed using our TA-based method are easily
interpretable compared to the results obtained by mathematical methods.
For each retrieved case, we obtain both its distance from the query, as well
as its representation as a sequence of abstractions. This sequence gives an
immediate understanding of the shape of the result; therefore, in most cases
it is not necessary to look at the original plot.

In conclusion, the semantics underlying the two retrieval methods are different;
each of them can be more or less suitable for a given search need. However, the
use of TA allows the user to perform a flexible and interactive retrieval, with
easy-to-understand queries and results. Furthermore, when the focus is on the
shape of time series, the use of TA provides better results (see figure [@]).

Our TA-based method also proved to be computationally more efficient, in an-
swering the query, than the mathematical method in these experiments. This is
because the mathematical method requires to reduce the original data using the
DFT transform, to perform the query exploiting the advantages of the indexing
tree, and then to post-process the results, in order to filter out the so-called “false
alarms” [2]. Even if these steps produce a computationally sub-linear retrieval,
the computation to be performed usually requires non neglectible time. The use
of TA in the proposed multi-dimensional indexing structure allows the query to
be answered by executing the generalization steps from the input TA sequence
(using the up function), and by using them to navigate the multi-dimensional
indexing structure. These steps are very fast; the retrieval performed in our
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experiments (using an Intel Core 2 Duo T9400 processor running at 2.53 GHz,
equipped with 4 Gb of DDR2 ram) took, on average, only 41 milliseconds. On
the other hand, the mathematical method required 3276 milliseconds. Since ver-
ification is in an early stage, further tests will be performed in the future, on
databases of different sizes, to evaluate the quality of the results and the compu-
tational efficiency, also comparing this method with other retrieval techniques.

4 Discussion

CBR has recently been recognized as a valuable decision support technique in
time-dependent applications. As a matter of fact, various CBR works dealing
with cases with time series features have been recently published in different do-
mains (e.g. robot control [28], process forecast [29], process supervision [9], pest
management [6], prediction of faulty situations [I3]). Applications in medicine
have also been reported, relying on classical mathematical dimensionality re-
duction techniques, such as DFT [23] and DWT [24]. Moreover, general (e.g.
logic-based) frameworks for case representation in time dependent domains have
been proposed [22IT2IT]5].

As regards TA, they have been extensively resorted to in the literature, espe-
cially in the medical field, from diabetes mellitus [BI3], to artificial ventilation
of intensive care units patients [19](see also the survey in [33]). However, they
have been typically adopted with the aim to solve a data interpretation task,
and never as a flexible navigation/retrieval support facility. The goal of our pro-
posal is to try to fill this gap, by supporting data interpretation, as well as case
exploration and retrieval; this idea appears to be significantly innovative in the
recent literature panorama.

As a final consideration, observe that TA are not the only methodology for re-
ducing dimensionality by transforming a time series into a sequence of symbols.
Actually a wide number of symbolic representations of time series have been in-
troduced in the past decades (see [8] for a survey). However, some of them require
a extremely specific and hard to obtain domain knowledge [14], since they a priori
partition the signal into intervals, naturally provided by the underlying system
dynamics, which divide the overall time period into distinct physical phases (e.g.
respiration cycles in [I0]). Many other approaches to symbolizations are weak-
ened by other relevant issues, like e.g. the fact that the conversion to symbolic
representation requires to have access to all the data since the beginning, thus
making it not exploitable in a context of data streaming. Rather interestingly,
Lin [I7] has introduced an alternative to TA, capable to deal with such issues,
in which intervals are first obtained through PCA [I5], and subsequently labeled
with proper symbols. In particular this contribution allows distance measures
to be defined on the symbolic approach that lower bound the corresponding
distance measures defined on the original data. Such a feature permits to run
some well known data mining algorithms on the transformed data, obtaining
identical results with respect to operating on the original data, while gaining in
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efficiency. Despite these advantages, the approach in [17] is not as simple as TA,
which allow a very clear interpretation of the qualitative description of the data
provided by the abstraction process itself. As a matter of fact, such a description
is often closer to the language of end users (e.g. of clinicians [32]), and easily
adapts to domains where data values that are considered as normal at one time,
or in a given context, may become dangerously abnormal in a different situation
(e.g. in medicine, due to disease progression or to treatments obsolescence).
And, of course, the ease and flexibility at which knowledge can be managed and
understood by experts is an aspect that impacts upon the suitability and the
usefulness of decision support systems in practice.

5 Conclusions

Time series interpretation and retrieval is a critical issue in all domains in which
the observed phenomenon dynamics have to be dealt with, like in many medical
applications. In this paper, we have described an architecture for the exploration
of cases containing time-varying features, which allows time series data interpre-
tation and summarization by means of Temporal Abstractions, a well known
data interpretation Al technique.

In our system, we allow end users to issue queries at any level of detail,
according to two abstraction dimensions, thus granting a significant degree of
expressiveness. Abstracted data can also be easily navigated, and similar cases
can be retrieved in a quick, flexible and interactive way, relying on proper or-
thogonal index structures, whose exploitation has been described by means of a
concrete case study.

In the future, we plan to extensively test our tool, by analysing its retrieval
results, and by evaluating its computational performances and its scalability on
large case bases, compared to other, more classical techniques.
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Abstract. This paper presents an algorithm of adaptation for a case-based rea-
soning system with cases and domain knowledge represented in the expressive
description logic ALC. The principle is to first pretend that the source case to be
adapted solves the current target case. This may raise some contradictions with
the specification of the target case and with the domain knowledge. The adapta-
tion consists then in repairing these contradictions. This adaptation algorithm is
based on an extension of the classical tableau method used for deductive infer-
ence in ALC.

Keywords: adaptation, description logic, ALC, tableau algorithm.

1 Introduction

Adaptation is a step of some case-based reasoning (CBR) systems that consists in mod-
ifying a source case in order to suit a new situation, the target case. An approach to
adaptation consists in using a belief revision operator, i.e., an operator that modifies
minimally a set of beliefs in order to be consistent with some actual knowledge [1].
The idea is to consider the belief “The source case solves the target case” and then to
revise it with the constraints given by the target case and the domain knowledge. This
has been studied for cases represented in propositional logic in [9]. Then, it has been
studied in a more expressive formalism, including numerical constraints and after that
extended to the combination of cases in this formalism [3]].

In this paper, this approach to adaptation is studied for cases represented in an ex-
pressive description logic (DL), namely ALC. The choice of DLs as formalisms for
CBR can be motivated in several ways. First, they extend the classical attribute-value
formalisms, often used in CBR (see, e.g., [8]) and they are similar to the formalism of
memory organisation packets (MOPs) used in early CBR applications [10]. More gen-
erally, they are designed as trade-offs between expressibility and practical tractability.
Second, they have a well-defined semantics and have been systematically investigated
for several decades, now. Third, many efficient implementations are freely available,
offering services that can be used for CBR systems, in particular for case retrieval and
case base organisation.

The rest of the paper is organised as follows. Section [2] presents the DL ALC, to-
gether with the tableau algorithm, at the basis of its deductive inferences for most cur-
rent implementation. An example is presented in this section, for illustrating notions

1. Bichindaritz and S. Montani (Eds.): ICCBR 2010, LNAI 6176, pp. 51 2010.
(© Springer-Verlag Berlin Heidelberg 2010
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that are rather complex for a reader not familiar with DLs. This tableau algorithm is ex-
tended for performing an adaptation process, as shown in section[3] Sectiondldiscusses
our contribution and relates it to other research on the use of DLs for CBR. Section
concludes the paper and presents some future work.

2 The Description Logic ALC

Description logics [2]] form a family of classical logics that are equivalent to decidable
fragments of first-order logic (FOL). They have a growing importance in the field of
knowledge representation. ALC is the simplest of expressive DLs, i.e., DLs extending
propositional logic. The example presented in this section is about cooking, in the spirit
of the computer cooking contest, but sticks to the adaptation of the ingredient list.

2.1 Syntax

Representation entities of ALC are concepts, roles, instances, and formulas.

A concept, intuitively, represents a subset of the interpretation domain. A concept is
either an atomic concept (i.e., a concept name), or a conceptual expression of one of
the forms T, 1, =C,C M D, C U D, dr.C, and Vr.C, where C and D are concepts (either
atomic or not) and r is a role. A concept can be mapped into a FOL formula with one
free variable . For example, the concept

Tart M Jing.Apple M Jing.Pastry M Ving.~Cinnamon (D

can be mapped to the first-order logic formula

Tart(z) A (Jy, ing(z, y) A Apple(y)) A (Jy, ing(z, y) A Pastry(y))
A (Yy, ing(x,y) = —Cinnamon(y))

A role, intuitively, represents a binary relation on the interpretation domain. Roles in
ALC are atomic: i.e., role names. Their counterpart in FOL are binary predicates. The
role appearing in (I) is ing.

An instance, intuitively, represents an element of the interpretation domain. Instances
in ALC are atomic: i.e., instance names. Their counterpart in FOL are constants.

There are four types of formulas in ALC (followed by their meaning): (1) C C D (C
is more specific than D), (2) C = D (C and D are equivalent concepts), (3) C(a) (a is an
instance of C), and (4) r(a,b) (z relates a to b), where C and D are concepts, a and b
are instances, and r is a role. Formulas of types (1) and (2) are called terminological
formulas. Formulas of types (3) and (4) are called assertional formulas, or assertions.

An ALC knowledge base KB is a set of ALC formulas. The terminological box (or
TBox) of KB is the set of its terminological formulas. The assertional box (or ABox) of
KB is the set of its assertions.

For example, the following TBox represents the domain knowledge (DK) of our ex-
ample (with the comments giving the meaning):

DK = {Apple C PomeFruit, An apple is a pome fruit.
Pear C PomeFruit, A pear is a pome fruit. (2)

PomeFruit C Apple Ll Pear} A pome fruit is either an apple or a pear.
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Note that the last formula is a simplification: actually, there are other pome fruits than
apples and pears.

In our running example, the only cases considered are the source and target cases.
They are represented in the ABox:

{Source(o), Target(0)} 3)

. Source = Tart I Jing.Pastry I Jing.Apple
wit “4)

Target = Tart Il Ving.—Apple

Thus, the source case is represented by the instance o, which is a tart with the types of
ingredients pastry and apple. The target case is represented by the instance 6 specifying
that a tart without apple is requested.

Reusing the source case without adaptation for the target case amounts to add the as-
sertion Source(f). However this may lead to contradictions like here between
Jing.Apple(f) and Ving.—Apple(6): the source case needs to be adapted before being
applied to the target case.

2.2 Semantics

An interpretation is a pair Z = (A7, -Z) where Az is a non empty set (the interpretation
domain) and where £ maps a concept C into a subset ¢T of Az, arole r into a binary
relation rZ over Az (for z,y € Az, z is related to y by r” is denoted by (z,y) € r?),
and an instance a into an element aZ of A7.

Given an interpretation Z, the different types of conceptual expressions are inter-
preted as follows:

TF=Ar 17 =9
(-¢)f = Az \c*
(cnp)f =cfnpt (cup)f =cfup”

(Ar.c)f ={zx € Az |y, (z,y) € r’ and y € CT}
(vr.C)t = {x € Az | Wy, if (x,y) € v’ theny € CT}

For example, if TartZ, AppleI s PastryI, and Cinnamon? denote the sets of tarts,
apples, pastries, and cinnamon, and if ing” denotes the relation “has the ingredient”,
then the concept of equation (1) denotes the set of the tarts with apples and pastries, but
without cinnamon.

Given a formula f and an interpretation Z, “Z satisfies f” is denoted by Z = f.
A model of f is an interpretation Z satisfying f. The semantics of the four types of
formulas is as follows:

TE=CLCD if cZ C p*
IEC=D if cZ = p?
T = c(a) ifa’ € ¢t

T = r(a,b) if (a%,b%) € r
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Given a knowledge base KB and an interpretation Z, 7 satisfies KB —denoted by Z |= KB—
if T = f foreach f € KB. A model of KB is an interpretation satisfying KB. A knowledge
base KB entails a formula f —denoted by KB |= f— if every model of KB is a model of f.
A tautology is a formula f satisfied by any interpretation. “f is a tautology” is denoted
by = f. Two knowledge bases are said to be equivalent if every model of one of them
is a model of the other one and vice-versa.

2.3 Inferences

Let KB be a knowledge base. Some classical inferences on ALC consist in checking
if KB |= f, for some formula f. For instance, checking if KB = C C D is called
the subsumption test: it tests whether, according to the knowledge base, the concept
C is more specific than the concept D, and thus is useful for organising concepts in
hierarchies (e.g., index hierarchies of CBR systems).

The concept classification consists, given a concept C, in finding the atomic concepts
A appearing in KB such that KB |= C C A (the subsumers of C) and the atomic concepts B
appearing in KB such that KB = B C C (the subsumees of C). The instance classification
consists, given an instance a, in finding the atomic concepts A appearing in KB such that
KB |= A(a). These two inferences can be used for case retrieval in a CBR system.

The ABox satisfiability consists in checking, given an ABox, whether there exists a
model of this ABox, given a knowledge base KB. Some other important inferences can
be reduced to it, for instance:

KB=CLCD iff {(CM-—D)(a)} is not satisfiable, given KB

where a is a new instance (not appearing neither in C, nor in KB). ABox satisfiability is
also used to detect contradictions, e.g. the one mentioned at the end of section 2.1 Tt
can be computed thanks to the most popular inference mechanism for ALC presented
in next section.

2.4 A Classical Deduction Procedure in ALC: The Tableau Method

Let KB be a knowledge base, 7, be the TBox of KB and .4y, be the ABox of KB. The
procedure aims at testing whether Ay is satisfiable or not, given KB.

Preprocessing. The first step of the preprocessing consists in substituting 7y by an
equivalent 7 of the form {T C K}, for some concept K. This can be done by first,
substituting each formula C = D by two formulas C C D and D C C. The resulting TBox
is of the form {C; C D,;}1 < ; <, and it can be shown that it is equivalent to {T CK},
with T

K:(—|C1 |_|D1)|_|...|_|(—|Cn|_|Dn)
The second step of the preprocessing is to put 7y and Ag under negative normal form

(NNF), i.e., by substituting each concept appearing in them by an equivalent concept
such that the negation sign — appears only in front of an atomic concept. It is always
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possible to do so, by applying, as long as possible, the following equivalences (from
left to right):

-T =1 -1 =T -—C=C
~(CTID) =—C L -D —~(CUD)=~Cr-D
—3dr.C = Vr.—C —Vr.C = dr.—C

For example, the concept —(Vr.(—A U Js.B)) is equivalent to the following concept
under NNF: 3r.(A M Vs.—B).
The TBox of DK given in equation (@) is equivalent to { T C K} under NNF with

K = (—-Apple U PomeFruit) M (—Pear Ll PomeFruit)
M (—PomeFruit Ll Apple U Pear)

(technically, to obtain this concept, the equivalence C LI | = C has also been used).

Main process. Given 7o = {T C K} a TBox and Ay an ABox, both under NNF, the
tableau method handles sets of ABoxes, starting with the singleton Dy = {.AX}, with

§ = Ao U {K(a) | a is an instance appearing in Ag }

Such a set of ABoxes D is to be interpreted as a disjunction: D is satisfiable iff at least
one A € D is satisfiable.

Each further step consists in transforming the current set of ABoxes D into another
one D', applying some transformation rules on ABoxes: when a rule o, applicable on an
ABox A € D, is selected by the process, then D’ = (D \ {A}) U {A!,..., AP} where
the A" are obtained by applying ¢ on A (see further, for the description of the rules).

The process ends when no transformation rule is applicable.

An ABox is closed when it contains a clash, i.e. an obvious contradiction given by
two assertions of the form A(a) and (—4)(a).

Therefore, a closed ABox is unsatisfiable. An open ABox is a non-closed ABox.

An ABox is complete if no transformation rule can be applied on it.

Let Deyq be the set of ABoxes at the end of the process, i.e. when each A € D is
complete. It has been proven (see, e.g., [2]]) that, with the transformation rules presented
below the process always terminates, and Ay is satisfiable given 7 iff Depq contains at
least one open ABox.

The transformation rules. There are four transformations rules for the tableau method
applied to ALC: —n, —;, —v, and —>§, None of these rules are applicable on a
closed ABox. The order of these rules affects only the performance of the system, with
the exception of rule —¥ that must be applied only when no other rule is applicable
on the current set of ABoxes (to ensure termination). These rules roughly corresponds
to deduction steps: they add assertions deduced from existing assertionslﬁ,

! To be more precise, each of them transforms a disjunction of ABoxes D into another disjunc-
tion of ABoxes D’ such that given 7o, D is satisfiable iff D’ is satisfiable.
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The rule —n is applicable on an ABox A if this latter contains an assertion of the
form (C; M ... M Cp)(a), and is such that at least one assertion Cx(a) (1 < k < p)is
not an element of .A. The application of this rule returns the ABox A’ defined by

A'=AU{C(a) |1 <k <p}

The rule —, is applicable on an ABox A if this latter contains an assertion of the
form (C; U ... U Cp)(a) but no assertion Cx(a) (1 < k < p). The application of this
rule returns the ABoxes A', ..., AP defined, for 1 < k < p, by:

AF = AU {ci(a)}

The rule —v is applicable on an ABox A if this latter contains two assertions, of
respective forms (Vr.C)(a) and r(a,b) (with the same r and a), and if .4 does not
contain the assertion C(b). The application of this rule returns the ABox A" defined by

A= Au{c()}
The rule —¥ is applicable on an ABox if

(i) A contains an assertion of the form (3r.C)(a);
(ii) A does not contain both an assertion of the form r(a,b) and an assertion of the

form C(b) (with the same b, and with the same C and a as in previous condition);
(iii) There is no instance c such that {C | C(a) € A} C {C| C(c) € A}Z

If these conditions are applicable, let b be a new instance. The application of this rule
returns the ABox A’ defined by

A = AU {x(a,b),C(b)} U{K(b)}

Note that the TBox 7y = {T C K} is used here: since a new instance b is introduced,
this instance must satisfy the TBox, which corresponds to the assertion K(b).

Remark 1. After the application of any of these rules on an ABox of D, the resulting
D' is equivalent to D.

Example. Let us consider the example given at the end of section 2.1l Pretending that
the source case represented by the instance o can be applied to the target case repre-
sented by the instance 6 amounts to identify these two instances, e.g., by substituting
o by 0. This leads to the ABox Ay = {Source(), Target(d)} (with Source and
Target defined in @)). The figure [l represents this process. The entire tree represents
the final set of ABoxes Dgyq: each of the two branches represents a complete ABox
A € Depg. At the beginning of the process, the only nodes of this tree are Source(6),
Target(6), and K(6): this corresponds to Dy = {AK}. Then, the transformation rules
are applied. Note that only the rule —, leads to branching. When a clash is detected
in a branch (e.g. {Apple(a), (—Apple)(a)}) the branch represents a closed ABox (the
clash is symbolised with [J). Note that the two final ABoxes are closed, meaning that
{Source(f), Target()} is not satisfiable: the source case needs to be adapted for be-
ing reused in the context of the target case.

2 This third condition is called the ser-blocking condition and is introduced to ensure the termi-
nation of the algorithm.
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Source(f)

Target(d) ——

—n K(0)

—  Tart() =

[ (Jing.Pastry)(d) —n

—————= (Jing.Apple)(6)
(Ving.—Apple)(f) =——

—X ing(6, a)
Apple(a)
K(a)
(—Apple Ll PomeFruit)(a) =——— —y
(—Pear U PomeFruit)(a) = — N
(—PomeFruit LI Apple LI Pear)(a) <——
ﬁAplee(a) PomeFruit(a)

—Apple(a) ——
O

Fig. 1. Application of the tableau method proving that the ABox {Source(f), Target ()} is not
satisfiable, given the TBox {T L K} (for the sake of readability, the applications of the rules
— have not been represented; moreover, the order of application of rules has been chosen to
make the example illustrative)

3 An Algorithm of Adaptation in ALC

As seen in section2.]] the reuse of the source case without adaptation may lead to a con-
tradiction between Source(f) and Target(f). The adaptation algorithm presented in
this section aims at solving this contradiction by weakening (generalising) Source(6)
S0 as to restore consistency, to apply to the target case 6 what can be kept from Source.

3.1 Parameters and Result of the Algorithm

srce’

DK is a knowledge base in ALC representing the domain knowledge. In the running
example, its ABox is empty, but in general, it may contain assertions.

The source and target cases are represented by two ABoxes that are satisfiable given
DK: A7, .. and .Afgt, respectively. More precisely, the source case is reified by an in-

srce
stance o and A7, ., contains assertions about it. In the example above, A7, ., contains

srce

only one assertion, Source(c). Similarly, the target case is represented by an instance
0 and Afgt contains assertions about 6 (only one assertion in the example: Target(9)).
The parameter cost is a function associating to a literal £ a numerical value
cost(¢) > 0, where a literal is either an atomic concept (positive literal) or a con-
cept of the form —A where A is atomic (negative literal). Intuitively, the greater cost(¥)

is, the more difficult it is to give up the truth of an assertion ¢(a).

The parameters of the algorithm are DX, .AZ, Ategt, and cost. Its result is D.
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The algorithm returns D, a set of ABoxes A solving the target case by adapting the
source case: A = Afgt and A reuses “as much as possible” AZ, .. It may occur that
D contains several ABoxes; in this situation, the knowledge of the system, in particular
the cost function, is not complete enough to make a choice, thus it it up to the user to

select an A € D (ultimately, by a random choice).

3.2 Steps of the Algorithm

The algorithm is composed of the following steps:

Preprocessing. Let 7px and Apg be the TBox and ABox of DK. Let K be a concept under
NNF such that 7ok is equivalent to { T C K}. Apg is simply added to the ABoxes:

2 (2
'A(sTrce = Agrce U Apk Atgt — Atgt U Apx

Then, AZ.

srce

and Afgt are put under NNF.

Pretending that the source case solves the target problem. Reusing AZ, ., for the

instance 6 reifying the target case is done by assimilating the two instances o and 6.

This leads to the ABox A%, ., obtained by substituting o by @ in AZ, .. Let Azne7tgt =
A% U Afgt. If Agrce,tgt is satisfiable given DK, then the straightforward reuse of the

source case does not lead to any contradiction with the specification of the target case,
so it just adds information about it. For example, let A% . = {Source(o)} given
by equation (@), let Afgt = {Tart(0), ing(d,p), FlakyPastry(p)} (i.e., “I want a
tart with flaky pastry”), and the domain knowledge be DK’ = DK U {FlakyPastry C
Pastry}, with DK defined in (2). With this example, it can be shown that Agrce’tgt is
satisfiable given DK’ and it corresponds to an apple tart with flaky pastry.

In many situations, however, Agne7tgt is not satisfiable given DK. This holds for
the running example. The principle of the adaptation algorithm consists in repairing
Ag’m,tgt. By “repairing” Agrce’tgt we mean modifying it so as to make it complete
and clash-free, and thus consistent. Removing clashes is not enough for that, the for-
mulas from which they were were generated should be removed too. This motivates the
introduction in section [3.2] of the AGraphs that extend ABoxes by keeping track of the
application of rules. Moreover, to have a more fine-grained adaptation, A?,_. and Afgt
are completed by tableau before being combined.

Applying the tableau method on 4% _ and on Afgt, with memorisation of the
transformation rule applications. In order to implement this step and the next ones,
the notion of assertional graph (or AGraph) is introduced. An AGraph G is a sim-
ple graph whose set of nodes, Nodes (G), is an ABox, and whose edges are labelled
by transformation rules: if (a, 3) € Edges(G), the set of directed edges of G, then
Ag (@, B) = o indicates that 3 has been obtained by applying ¢ on « and, possibly, on
other assertions (\g is the labelling function of the graph G).

The tableau method on AGraphs is based on the transformation rules =—-n, =,
—>v, and =%. They are similar to the transformation rules on ALC ABoxes, with
some differences.

The rule = is applicable on an AGraph G if
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(i) G contains a node « of the form (C; M ... M Cp)(a);
(i) G # G (i.e., Nodes(G) # Nodes(G') or Edges(G) # Edges(G')) with G’

defined by
Nodes(G') = Nodes (G) U{Ck(a) |1 <k <p}
Edges (') = Edges (G) U{(a,Ck(a)) [ 1 < k < p}
Agr(a,C(a)) ==nforl <k <p

Agr(e) = Ag(e) fore € Edges (G)

Under these conditions, the application of the rule returns G'.

The main difference between rule —r on ABoxes and rule = on AGraphs is that
the latter may be applicable to « = (C; M ... M Cp)(a) even when Cy(a) € Nodes (G)
for each k£, 1 < k < p. In this situation, N¥odes (G') = Nodes (G) but Edges (G') #
Edges(G): anew edge («, Ci) indicates here that o |= Ci(a) and thus, if Cx(a) has to
be removed, then « has also to be removed (see further, the repair step of the algorithm).

The rules —;, —v, and :>§| are modified respectively from —,, —v, and
—*% similarly. They are detailed in figure[2l

The tableau method presented in section [2.4] can be applied, given the TBox {T C
K} and an ABox Ag. The only difference is that AGraphs are manipulated instead of
ABoxes, which involves that (1) an initial AGraph G has to be built from Ay (it is such
that ¥odes (Go) = Ap and Edges (Go) = 0), (2) the rules =>. are used instead of the
rules —., and (3) the result is a set of open and complete AGraphs (which is empty iff
Go is not satisfiable given {T C K}).

Let {Gi}, ., ., and {H;}, _ ; < n be the sets of open and complete AGraphs
obtained by applying the tableau method respectively on Ay = A% . and Afgt. If
A;‘m and .Afgt are satisfiable, then m # Oand n # 0. If m = 0 or n = 0, the
algorithm stops with value D = {Ategt}.

Generating explicit clashes from G; and ;. A new kind of assertion, reifying
the notion of clash, is considered: the clash assertion J+A(a) reifies the clash {A(a),
(—A)(a)}. The rule = generates them. It is applicable on an AGraph G if

(i) G contains two nodes A(a) and (—A)(a) (with the same A and the same a);
(il) G # G’ with G’ defined by

Nodes (G') = Nodes (G) U {O+A(a)}

Edges(G') = Edges(G) U {(A(a),0+A(a)), ((—A)(a),O+A(2))}
Ag'(A(a),0+A(a)) = Ag/((—4)(a), O+A(a)) = =0
Agr(e) = Ag(e) for e € Edges (G)

Under these conditions, the application of the rule returns G'.

The next step of the algorithm is to apply the tableau method on each G; U 'H;, for
eachiand 7,1 < i < m,1 < j < n, using the transformation rules =, =,
—v, :>1§, and =>. A difference with the tableau method presented above is that it
was useless to apply rules on closed ABoxes (or closed AGraphs). Here, when a rule is
applicable to an AGraph containing an assertion clash, it is applied, which may lead to
several clashes in the same AGraph.
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A necessary condition for =>_, to be applicable on an AGraph G is that G contains a node
a of the form (C; U ... U Cp)(a). If this is the case, then two situations can be considered:

(a) G contains no assertion Cx(a) (1 < k < p). Under these conditions, the application of
the rule returns the AGraphs G', ..., G defined, for 1 < k < p, by

odes (G) U {Cx(a)}
dges (G) U {(a,Cx(a))}

(b) G contains one or several assertions 35 = Cx(a) such that (o, i) & Edges (G). In this
condition, =, returns the AGraph G’ obtained by adding to G these edges (a, Bk),
with A\g/ (o, B) = =>0.

The rule =>v is applicable on an AGraph G if

(i) G contains a node 1 of the form (Vr.C)(a) and a node a of the form r(a,b);
(ii) G # G’ with G’ defined by

Nodes (G') = Nodes (G) U {C(b)}
Bages (¢) = Eages (G) U {(ax, (b)), (02, O(b)))
Agr(a1, (b)) = Age (a2, (b)) = =+
Agr(e) = Ag(e) for e € Edges (G)

Under these conditions, the application of the rule returns G’.

The rule =¥ is applicable on an AGraph G if
(i) G contains a node « of the form (3r.C)(a);
(ii) (a) Either G does not contain both r(a,b) and C(b), for any instance b;
(b) Or G contains two assertions 31 = r(a,b) and J2 = C(b), such that (a, 51) ¢
Edges (G) or (v, B2) & Edges (G);
(iii) There is no instance c such that {C | C(a) € Nodes (G)} C {C | C(c) € Nodes (G)}
(set-blocking condition, introduced for ensuring termination of the algorithm).

If condition (ii-a) holds, let b be a new instance. The application of the rule returns G’ defined
by

Nodes (G') = Nodes (G) U {r(a,b),C(b),K(b)}
Edges (§') = Edges (G) U {(a,x(a,b)), (o, C(b))}
Agr(a,x(a,b)) = Agr (e, C(b)) = =5
Agr(e) = Ag(e) for e € Edges (G)

Under condition (ii-b), the application of the rule returns G’ defined by
Nodes (G') = Nodes (G)
Edges (G') = Edges (G) U {(a, £1), (a, B2)}
Agr (v, 1) = Ag (@, f2) = =5
Agr(e) = Ag(e) for e € Edges (G)

Fig. 2. The transformation rules =, =, and =%



Adapting Cases in Description Logic 61

Remark 2. If an assertion clash J+A(a) is generated, then this clash is the consequence
of assertions of both G; and H;, otherwise, it would have been a clash generated at the
previous step of the algorithm (since these two AGraphs are complete and open).

Repairing the assertion clashes. The previous step has produced a non-empty set
Si; of AGraphs, for each G; U H;. The repair step consists in repairing each of these
AGraphs I' € S;; and keeping only the ones that minimise the repair costA Let I' €
Si;. If I' contains no assertion clash, this involves that G; U H;; is satisfiable and so is
Agne7tgt: no adaptation is needed. If I" contains 6 > 1 assertion clashes, then one of
them is chosen and the repair according to this clash gives a set of repaired AGraphs I’
containing 6 — 1 clashes. Then, the repair is resumed on I, until there is no more clashH
The cost of the global repair is the sum of the costs of each repair. In the following, it
is shown how one clash of I" is repaired.

The principle of the clash repair is to remove assertions of I" in order to avoid this
assertion clash to be re-generated by re-application of the rules. Therefore, the repair
of all the assertion clashes must lead to satisfiable AGraphs (this is a consequence of
the completeness of the tableau algorithm on ALC). For this purpose, the following
principle, expressed as an inference rule, is used:

pEpS (3 has to be removed
 has to be removed

&)

where  is an assertion and ¢ is a minimal set of assertions such that ¢ = 3 (¢ is to
be understood as the conjunction of its formulas). Removing ¢ amounts to forget one
of the assertions « € ¢: when card(¢) > 2, there are several ways to remove ¢, and
thus, there may be several AGraphs I’ obtained from I". The relation |= linking ¢ and
(3 is materialised by the edges of I". Therefore, on the basis of (3)), the removal will be
propagated by following these edges («, ), from 3 to a.

Let 3 = [O+A(a), the assertion clash of I" to be removed. Let o™ = A(a) and
a” = —A(a). At least one of ot and .~ has to be removed. H; being an open and
complete AGraph, either a™ ¢ H; or o~ ¢ H,. Three types of situation remain:

- If a™ € H; then o™ cannot be removed: it is an assertion generated from ,Afgt.
Then, o~ has to be removed.

- If = € H, then a™ has to be removed.

- Ifa™ ¢ Hjand o~ ¢ 'H;, then the choice of removal is based on the minimisation
of the cost. If cost(A) < cost(—A) then a™ has to be removed. If cost(4) >
cost(—A) then o~ has to be removed. If cost(A) = cost(—A), then two AGraphs
are generated: one by removing o™, the other one, by removing o~

If an assertion (3 has to be removed, the propagation of the removal for an edge («a, 3)
such that \g (v, 8) € {=>n, =1, =%} consists in removing « (and propagating the
removal from «).

3 In our prototypical implementation of this algorithm, this has been improved by pruning the
repair tasks when their cost exceed the current minimum.

* Some additional nodes may have to be removed to ensure consistency of the repaired AGraph.
They are determined by some technical analysis over the set-bockings (=%, condition (iii)).
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Let (8 be an assertion to be removed that has been inferred by the rule =v. This
means that there exist two assertions such that Ag (a1, 8) = g/ (a2, ) = =>v. In this
situation, two AGraphs are generated, one based on the removal of «;, the other one,
on the removal of oz (when a1 or i is in H;, only one AGraph is generated).

At the end of the repair process, a non empty set {I%}, _, _ » of AGraphs without
clashes has been built. Only the ones that are the result of a repair with a minimal cost
are kept. Let Ay, = Nodes (I';). The result of the repairis D = { Ay}, _, _ .

Transforming the disjunction of ABoxes D. If A, B € D are such that 4 = B,
then the ABoxes disjunctions D and D \ {.A} are equivalent. This is used to simplify
D by removing such AP After this simplifying test, each A € D is rewritten to re-
move the instances i introduced during a tableau process. First, the i’s not related,
neither directly, nor indirectly, to any non introduced instance by assertions r(a, b) are
removed, meaning that the assertions with such i’s are removed (this may occur be-
cause of the repair step that may “disconnect” i from non-introduced instances). Then,
a “de-skolemisation” process is done by replacing the introduced instances i by asser-
tions of the form (Jr.C)(a). For instance, the set {r(a, i1),A(i1),s(i1, i2), "B(iz2)} is
replaced by {(3r.(A M Js.—B))(a)}. The final value of D is returned by the algorithm.

Example. Consider the example given at the end of section[Z.1] Giving all the steps of
the algorithm is tedious, thus only the repairs will be considered.

Several AGraphs are generated and have to be repaired but they all share the same
clash O+Apple(a). Two repairs are possible and the resulting D depends only on the
costs cost(Apple) and cost(—Apple).

If cost(Apple) < cost(—Apple), then D = {A} with A equivalent to
(Tart M Jing.Pear)(d). The proposed adaptation is a pear tart.

If cost(Apple) > cost(—Apple), then D = {A}, with A equivalent to Afgt.
Nothing is learnt from the source case for the target case.

3.3 Properties of the Algorithm

The adaptation algorithm terminates. This can be proven using the termination of the
tableau algorithm on ABoxes [2]]. Repair removes at least one node from finite AGraphs
at each step, thus it terminates too.
Every ABox A € D satisfies Target constraints: A = Afgt.
Provided that Afgt is satisfiable, every A € D is satisfiable. In other words, unless
the target case is in contradiction with the domain knowledge, the adaptation provides a
consistent result. When A?, _, is not satisfiable, D is equivalent to {Afgt}. This means

srce

2
srce

that when a meaninglessd A?___ is given, Afgt is not altered.

5 In our tests, we have used necessary conditions of A = I based on set inclusions, with or
without the renaming of one introduced instance. This has led to a dramatic reduction of the
size of D, which suggests that the algorithm presented above can be greatly improved, by
pruning unnecessary ABox generation.

®n a logical setting, an inconsistent knowledge base is equivalent to any other inconsistent
knowledge base and thus, it is meaningless.
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If the source case is applicable under the target case constraints (.Agrce’tgt =A% U

Afgt is satisfiable) then D contains a sole ABox which is equivalent to A the
source case is reused without modification to solve the target case.

The adaptation presented here can be considered as a generalisation and specialisa-
tion approach to adaptation. The ABoxes .A € D are obtained by “generalising” A?___
into A’: some formulas of AY___ are dropped for weaker consequences to obtain A’

thus A |= A', then A’ is “specialised” into A = A" U A, .

0 .
srce,tgt"

4 Discussion and Related Work

Beyond matching-based adaptation processes? There are two types of algorithms
for the classical deductive inferences in DLs: the tableau algorithm presented above
and the structural algorithms. The former is used for expressive DLs (i.e., for ALC and
all the DLs extending .ALC). The latters are used for the other DLs (for which at least
some of the deductive inferences are polynomial). A structural algorithm for the sub-
sumption test KB |= C C D consists, after a preprocessing step, in matching descriptors
of D with descriptors of C. This matching procedure is rather close to the matching pro-
cedures used by most of the adaptation procedures, explicitly or not (if the cases have a
fixed attribute-value structure, usually, the source and target cases are matched attribute
by attribute, and the matching process does not need to be made explicit). Structural
algorithms appear to be ill-suited for expressive DLs and tableau algorithms are used
instead. The adaptation algorithm presented in this paper, based on tableau method prin-
ciples, has no matching step (even if one can a posteriori match descriptors of source
case and adapted target case). From those observations, we hypothesise that beyond a
certain level of expressivity of the representation language, it becomes hardly possible
to use matching techniques for an adaptation taking into account domain knowledge.

Other work on CBR and description logics. Despite the advantages of using DLs
in CBR, as motivated in the introduction, there are rather few research on CBR and
DLs. In [[7], concepts of a DL are used as indexes for retrieving plans of a case-based
planner, and adaptation is performed in another formalism. In [[L1], a non expressive
DL is used for retrieval and for case base organisation. This work uses in particular the
notion of least common subsumer (LCS) to reify similarity of the concepts representing
the source and target cases: the LCS of concepts C and D is the more specific concept
that is more general than both C and D and thus points out their common features.
Therefore the LCS inference can be seen as a matching process (that might be used by
some adaptation process). In an expressive DL, the LCS of C and D is C LI D (or an
equivalent concept), which does not express anything about similar features of C and D.

To our knowledge, the only attempts to define an adaptation process for DLs are [5]]
and [4]]. [S]] presents a modelling of the CBR life cycle using DLs. In particular, it
presents a substitution approach to adaptation which consists in matching source and
target case items by chains of roles (similar to chains of assertions r(aj, as), r(asg, as),
etc.) in order to point out what substitutions can be done. [4]] uses adaptation rules (re-
formulations) and multi-viewpoint representation for CBR, including a complex adap-
tation step. By contrast, the algorithm presented in this paper uses mainly the domain
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knowledge to perform adaptation: a direction of work will be to see how these ap-
proaches can be combined.

5 Conclusion and Future Work

This paper presents an algorithm for adaptation dedicated to case-based reasoning sys-
tems whose cases and domain knowledge are represented in the expressive DL ALC.
The first question raised by an adaptation problem is: “What has to be adapted?” The
way this question is addressed by the algorithm consists in first pretending that the
source case solves the target problem and then pointing out logical inconsistencies:
these latters correspond to the parts of the source case to be modified in order to suit the
target case. These principles are then applied to ALC, for which logical inconsistencies
are reified by the clashes generated by the tableau method. The second question raised
by an adaptation problem is: “How will the source case be adapted?” The idea of the
algorithm is to repair the inconsistencies by removing (temporarily) some knowledge
from the source case, until the consistency is restored. This adaptation approach can be
classified as a transformational one since it does not use explanations or justifications
associated with the source case, as would a derivational (or generative) approach do.

Currently, only a basic prototype of this adaptation algorithm has been implemented,
and it is not very efficient. A future work will aim at implementing it efficiently and
in an extendable way, taking into account the future extensions presented below. This
might be done by reusing available DL inference engines, provided their optimisation
techniques do not interfere with the results of this adaptation procedure. It can be noted
that the research on improving the tableau method for DLs has led to dramatic gains in
term of computing time (see, in particular, [6]).

The second direction of work will be to extend the algorithm to other expressive
DLs. In particular, we plan to extend it to ALC(D), where D is the concrete domain of
real number tuples with linear constraint predicates. This means that cases may have
numerical features (integer or real numbers) and domain knowledge may contain linear
constraints on these features. This future work will also extend [3]].

The algorithm of adaptation presented above can be considered as a generalisation
and specialisation approach to adaptation (cf. section [3.3). By contrast, the algorithm
of [4]] is a rule-based adaptation, a rule (a reformulation) specifying a relevant substitu-
tion to a given class of source case. A lead to integrate these two approaches is to use
the adaptation rules during the repair process: instead of removing assertions leading to
a clash, such a rule, when available, could be used to propose substitutes.

As written in the introduction, this algorithm follows work on adaptation based on
belief revision, though it cannot be claimed that this algorithm, as such, implements a
revision operator for ALC (e.g., it does not enable the revision of a TBox by an ABox).
In [3]], revision-based adaptation is generalised in merging-based case combination.
Such a generalisation should be applicable to the algorithm defined in this paper: the
ABox A?___ is replaced by several ABoxes and the repairs are applied on these ABoxes.

srce
Defining precisely this algorithm and studying its properties is another future work.
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Abstract. The concept of diversity was successfully introduced for recom-
mender-systems. By displaying results that are not only similar to a target prob-
lem but also diverse among themselves, recommender systems have been
shown to provide more effective guidance to the user. We believe that similar
benefits can be obtained in case-based planning, provided that diversity-
enhancement techniques can be adapted appropriately. Our claim is that diversi-
ty is truly useful when it refers not only to the initial and goal states of a plan,
but also to the sequence of actions the plan consists of. To formalize this cha-
racteristic and support our claim, we define the metric of “plan diversity” and
put it to test using plans for a real-time strategy game, a domain chosen for the
simplicity and clarity of its tasks and the quantifiable results it generates.

Keywords: diversity, similarity, case-based planning.

1 Introduction

“Diversity”, the quantifiable variation among retrieved query results, has been ex-
plored as a means of improving the performance of recommender systems [1,2,3,4,5].
Results that not only are similar to a user query or adhere to a set of constraints, but
are also diverse among themselves are argued to provide genuine and useful alterna-
tives, covering a larger portion of the solution space [1].

We believe that the introduction of diversity considerations in case-based planning
[6,7,8,9], while so far insufficiently explored, can prove equally advantageous and
have a significant impact on fields such as interactive planning [10,11]. In interactive
planning, the user is presented with a set of planning choices. With the assistance of
the system, the user chooses one that best accomplishes their goals. Plan diversity
could enhance such systems by providing the user with truly distinct choices.

In identifying plan matches, one could supplement the criterion of similarity to a
new problem-case by that of diversity between selected plans, with benefits similar to
those obtained with recommender systems. Hereinafter, we explore the relative merits
of several alternatives that can be taken in integrating diversity in plan retrieval. We
formally define and assess two types of diversity, each targeting a different aspect of
analyzed and retrieved cases in case-based planning.

e State diversity - The “weaker” of the two, as we aim to prove, introduced
for comparison purposes. It characterizes cases that are dissimilar in terms of

L. Bichindaritz and S. Montani (Eds.): ICCBR 2010, LNAI 6176, pp. 662010.
© Springer-Verlag Berlin Heidelberg 2010
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initial and, possibly, final state, but may well be made up of the same (or
very similar) plans.

e Plan diversity allows the identification of sets of plans with considerably
different sequences of intermediary actions, which we hypothesize represent
genuine alternatives. Our claim, based on immediate intuition and put to test
experimentally, is that diversity is truly useful when it refers not only to the
initial and goal states, but rather to the sequence of intermediary steps be-
tween them, and is balanced with initial and goal state similarity.

We incorporate both of these forms of diversity into several retrieval methods: two
devised specifically for plan retrieval, so as to obtain diversity without sacrificing
similarity; and a plan-diversity-aware adaptation of “Bounded Greedy”, a technique
previously introduced for similar purposes in recommender systems [1,2,3]. For com-
parison purposes, we also test the standard “Bounded Greedy” algorithm, which is
based on what we refer to as “state diversity”. The preservation of similarity to the
query, while promoting diversity between matches, is a constraint we inherit from
previous forays into diversity [2] and which we attempt to address in a manner suita-
ble to the plan retrieval domain.

We test all aforementioned methods on a series of cases containing the usual com-
ponents (initial state, goal state, plan) of cases in case-based planning [7]. Our testbed
is Wargus, a real-time strategy game, chosen because it has been used in previous
work (e.g., [8]) and for the possibilities it offers to obtain easily quantifiable results.
Diversity, or the lack of it, is immediately observable on watching a game unfold, but
also relevantly reflected, for the purpose of analysis, in quantifiers such as game
scores and the duration of a game session. Our goal to achieve diversity for case-
based planning is motivated by the success obtained with recommender systems,
which thus far has been mostly demonstrated for analysis tasks. For our case-based
plan diversity methods, the results are very encouraging: adapted plans retrieved
based on our case-based plan diversity methods generate game-play instances of sig-
nificant and discernible variation.

It should be noted that we are, at this stage, only marginally concerned with how
“successful” these diverse retrieved plans will, on average, be in solving whatever
problem they are meant to solve within any given parameters specific to their domain.
By “success”, we will, instead, refer to generating a set of adapted plans that produce
results running the gamut from low to excellent over a variety of criteria. We consider
plan variation to be intrinsically valuable and a goal in itself, although the exact na-
ture of its value, as well as the range of the possibilities it opens up, is bound to vary
from domain to domain.

2 Background

McGinty and Smyth [1] enhance the typical recommendation cycle to include the
notion of diversity, using a technique called “bounded greedy”, which was first intro-
duced in [2]. “Bounded greedy” works by first ranking cases based on their similarity
to the query and afterwards repeatedly selecting, out of the ranked list, those that



68 A. Coman and H. Muioz-Avila

maximize the weighted sum of similarity to the query and “relative diversity”, where
relative diversity is defined as (C is a set of cases, n the number of cases in C, ¢ a case
and Sim a similarity metric):

RelDiv(c,C) = ,C = {}. (D

The selected cases are the ones which maximize the quality given by:

Yejec(1-Sim(ci.0))
n

aSim(q,i) + (1 — a)RelDiv(i,R) , 2)

where ¢ is the user query and R the set of cases retrieved so far. Their methods are
shown to be an improvement over classical similarity-based retrieval.

While, admittedly, various aspects of the recommendation cycle are not relevant to
case-based planning, we can easily retain the diversity metric and adjust it to meet our
own purposes. An important difference between recommender systems, and analysis
tasks in general, and synthesis tasks such as case-based planning is, however, bound
to affect the proper handling of such an adjustment: a classification task stops with the
identification of a satisfactory query result or set of results, whereas case-based plan-
ning (as synthesis task) must, after identifying a query result, adapt it to produce a
solution plan, which, in our context, must be executed.

How do we describe one such satisfactory set of plans with regard to diversity? A
successful diversity-aware retrieval algorithm is one that generates plans that, when
adapted, produce diverse results.

We follow the usual case-based planning convention: cases are represented as hav-
ing two components: the problem, composed of initial and goal states, and a plan
transforming the initial state into the goal state [7].

3 Example

We use a real-time-strategy game to showcase an example illustrating why diversity
based on initial and final states (“state diversity”) is insufficient to produce enough
variation in the retrieved cases. Approaches to game-play in real-time-strategy games
(and, generally, any game genres based on simulating combat) can be categorized by
strategies consisting of some combination of “offensive” and “defensive” measures.
Any such strategy, however complex, is bound to be reducible to combinations of
these two basic approaches, in varying forms and degrees. Furthermore, most actions
that can be taken in a game, such as using various types of attacks, building a defen-
sive unit, “healing” one’s units or fleeing can usually be categorized as pertaining
more to a defensive or to an offensive strategy. Ideally, the system would retrieve
plans that are diverse as per these categories. The problem is that a significant effort
would be required to annotate the plans according to these categories. Instead, we
propose to use plan diversity as the means to identify diverse plans without requiring
any such plan labeling to be known beforehand.
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Our experiments (described in more detail in Section 5) involve retrieving (based
on diversity considerations, as well as similarity to a “new problem” case) gameplay
plans, wherein a plan consists of a series of actions (offensive, defensive or balanced)
that the player’s units can take. Its initial state is the initial structure of our player’s
combat force i.e. number of units of each kind: in our experiments, these can be “pea-
sants” or “soldiers”. We present an example of how plan retrieval would be handled
in this context, when using state and plan diversity. Let the plan library contain only
the following three cases and let us, for the moment, assume that we are only looking
for a pair of maximally diverse cases (ignoring the criterion of similarity to a new
problem):

Case 1: The initial state configuration consists of three “soldier” units and two
“peasant” units. The plan consists of all units attacking.

Case 2: The initial state configuration consists of four “soldier” units and no “pea-
sant” units. The plan, once again, consists of all units attacking.

pl

Fig. 1. Case pairs (C1, C2) and (C2, C3) are state-diverse, while pairs (C1, C3) and (C2, C3)
are plan-diverse. C1 and C2 are instances of the same offensive strategy (all units attack), while
C3 exemplifies a distinct defensive strategy (‘““soldier” units patrol, “peasant” units stay put).
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Case 3: The initial state configuration consists of three “soldier” units and two
“peasant” units (it is identical to that of Case 1). The plan consists of the “soldiers”
patrolling given areas in expectation of an attack, while the weaker “peasant” units
stay put, not “willingly” exposing themselves to damage.

Cases 1 and 2 display purely offensive strategies, whereas Case 3 is largely defen-
sive. An algorithm based on “state diversity” (diversity of initial states only, in our
experiment, for reasons explained in Section 5) would select either Case 1 and Case 2
or Case 2 and Case 3 (either Case 1 or Case 3 would always be discarded, as they
have identical initial states).

Assuming, therefore, that “tie” situations such as this are handled by choosing
one of the multiple cases with identical initial states randomly, the probability of
choosing truly diverse plans tends to decrease with the total number of cases. In
this simple example, we have a 0.5 probability of obtaining two offensive
strategies, which, on being adapted for a new problem case, translate to identical
strategies (it is only reasonable that an adaptation of an offensive plan will also be
offensive).

If retrieving based on plan diversity, however, we are guaranteed to obtain either
Case 1 and Case 3 or Case 2 and Case 3. That is, with a probability of 1, we will (in
this simple example) be presented with two plans which are truly different in the
strategy that they incorporate and will generate distinct adaptations.

4 State and Plan Diversity

Herein, we describe the diversity-aware plan-retrieval methods we propose and eva-
luate. For all algorithms below, we assume cases consisting of triples of the type (ini-
tial state, goal state, plan) and a new problem described only in terms of the initial
and the goal state. The problem of finding a set of cases that are maximally diverse
from one another and, at the same time, maximally similar to the problem is computa-
tionally expensive [2]. As a result, the algorithms below aim, instead, at finding good
approximations of such optimal solutions.

4.1 State Diversity through Similarity Clusters

Below, we show the cluster-based retrieval method for state diversity, which we
call SDSC - State Diversity through Similarity Clusters. First, cases are sorted in
reverse order of their similarity to the query problem (line 1). Cases that are simi-
lar to one another are clustered together. To obtain k cases that are likely max-
imally similar to the new problem, as well as diverse from each other (such that
there are no two identical similarity scores in the retrieved set) we need only
choose one case from each of the first k clusters, as “state diversity” is also based
on the initial and final states (line 4). When we choose a case from a cluster, we
do so randomly.
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Procedure SDSC(newProb, CB)
Input: newProb: the query problem; CB: the case base
Output: R: the list of recommended cases in CB for newProb
1. CB’ € sort CB in decreasing order of their similarity to newProb
2. nC € number of clusters in CB’
3.R&{}
4. for j<1 to nC do
simClust € select-cluster(j, CB’)
case € select-random-case(simClust)
R € R U {case}
end-for
5. return R

4.2 Plan Diversity through Greedy Selection

Below, we show the retrieval algorithm based on plan-diversity, which we call PDGS
- Plan Diversity through Greedy Selection. Cases are sorted in reverse order, based on
their similarity to the new problem (line 1). We add to R the case in CB’ which is the
closest to the target problem (line 3). For each case i, starting with the second-highest
ranking in the hierarchy, we compute plan diversity (plDiv) between it and the cases
chosen so far (Formula 3 below). The domain-specific similarity metric plSim identi-
fies two plans as similar based on their sequences of actions. If pIDiv is higher than
threshold A and stSim (similarity to the new problem) is higher than threshold A’, then
c is added to the hierarchy. Otherwise, stop and return the chosen case set (lines 4-6).

3)

1-plSim(case;,casey)

plDiv(case;, chosenCaseSet) = Y= |chosencaseset| chosenCaseset]

4.3 Plan-Diversity Bounded Greedy

Below, we show our adapted version of the “bounded greedy” algorithm [1], which
we call Plan-Diversity Bounded Greedy - PBGA. Our version works by selecting, on
each step, the case that maximizes the sum of the similarity to the new problem and
plan diversity with regard to the states selected so far, according to the following
formula (which is a variant of Formula 2):

simPIDiv = a * Sim(newProb,c) + (1 — «) * plDiv(c,R) , 4

where plDiv is plan diversity as described in Formula (3). For the original version of
“Bounded Greedy”, we compute state diversity according to the formula (simSt is a
similarity metric comparing the initial and goal states):

1-simSt(case,casey) (5)

stateDiv(case;, chosenCaseSet) = Yy—1 |chosencaseset| I ohosenCaseset]

The original “Bounded Greedy” algorithm [1] differs from our variant below in that
they use state similarity and diversity to select cases to be added to R (lines 2-3),
whereas “Plan-Diversity Bounded Greedy” uses state similarity and plan diversity.
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Procedure PDGS(newProb, CB, A, A’)
Input: newProb: the query problem; CB: the case base; A, A’: thresholds
Output: R: the list of recommended cases in CB for newProb
1. CB’ € sort CB in decreasing order of their similarity to newProb
2.R€{},i€2
3. add first case in CB’ into R
4. repeat
¢ €select case i from CB’
if pIDiv(c, R) > A and stSim(newProb,c) > A’ then

R € Ru {c}
end-if
i€<i+l
5. while (pIDiv(c, R) > A and stSim(newProb,c) > A’ and i<|CB|)
6. return R

Procedure PBGA (newProb, CB, k)
Input: newProb: the query problem; CB: the case base; k: integer
Output: R: the list of k recommended cases in CB for newProb
I.R €«{}
2.fori<1 tokdo
Sort CB by simPIDiv
¢ <first case in CB
R€ER U {c}
CB <CB - {c}
3. end-for
4. return R

5 Experiment

As with other CBR research, we use a game as our testbed [8,12]. Our hypothesis is
that plan retrieval by taking into account plan-diversity considerations will result in a
wider range of choices than state-diversity-based retrieval. On adapting plan-diverse
retrieved cases and running these in a game, we expected to obtain results (measured
via game-specific metrics) that are quantifiably more varied than those obtained by
running plans retrieved via state-diversity-based methods.

5.1 Experimental Setup

Our experiments are conducted using simple real-time-strategy game plans, run on
“Wargus”, a clone of “Warcraft II: Tides of Darkness” which uses the free real-time
strategy game engine “Stratagus”.

The two-player Wargus games we stage take place on a 32x32 tile map, with our
player acting out plans against the built-in Wargus enemy Al. We allow only two
types of units: “soldiers” (basic fighting units) and “peasants” (used normally for
resource harvesting and creating “building” units, but introduced here for the purpose
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of illustrating strategy variation by having weaker units engage in battle). We only
vary our player’s initial configuration. State similarity and, subsequently, state diver-
sity, are based on the initial configuration (our player’s units). Plans are not annotated
by the specific goals they achieve (e.g., capture the center of the map). This simulates
a situation in which successful plans are captured by observing the user's actions, but
not knowing their intent. Thus, an initial state is defined by a pair of type (numSold,
numPeas), where numSold is the number of “soldier” units and numPeas the number
of “peasant” units our player has at their disposal.

The formula for state similarity, to be utilized in diversity-aware retrieval algo-
rithms as described in the previous section, therefore becomes:

min(numSoldq,numSoldy) min(numPeas,numPeasy)
max(numSold,,numSoldy) max(numPeasi,numPeasy) (6)

2
As for the plans themselves, the actions they can include are “AttackMove” (moving
to a given spot on the map, while attacking any enemy units encountered on the way),
“Patrol” (a defensive attitude, consisting of moving between two locations, prepared
to fight in case of an enemy invasion attempt), “Move” (moving the unit to specified
coordinates) and the self-explanatory “Attack”. For the sake of simplicity, we do not
take into account any coordinates associated with these moves when computing plan
similarity. Groups of units will, as a rule, move in the same direction, both in our
initial “library” plans and in our adapted ones. We, also, do not consider action order
for computing plan similarity, as it is neither relevant to this particular task, nor vital
in demonstrating the basic concept of plan diversity. Plan similarity between two
plans is defined by:

simSt(case,, case,) =

plSim(case,, case,) =

min(numAttacks numAttacky) min(numMoveAttackq numMoveAttacky)

max(numAttackqs numAttacky) max(numMoveAttackl,numMoveAttackz)+

min(numPatroli,numPatroly) min(numMovei,numMovey)

max(numPatroli,numPatroly) max(numMoveq,numMovey) (7)
2 .

The new problem case will be defined by its initial state, a (numSoldiers, numPea-
sants) pair. We use a new problem with the initial state (10, 9): 10 “soldiers” and 9
“peasants” (see Fig. 2).

Fig. 2. Initial configurations of a “library” case and a “new problem”. The layout of the terrain
and lack of building units ensure the brevity of game-play episodes, making them easily com-
parable to each other.
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Our “plan library” contains 16 plans (Table 1), consisting of all possible state-
strategy combinations between 4 start states (with varying numbers of “peasant” and
“soldier” units) and a number of plans.

Table 1 shows only a summarization of the plans; the following is an example of
an actual plan, as stored in the plan library:

m_pb.attackMove(1,13,10);
m_pb.move(2, 7, 8);
m_pb.patrol (2, 9, 7);
m_pb.move (13, 5, 9);
m_pb.patrol (13, 6, 10);

It instructs unit 1 to move to coordinates (13,10) on the map, while attacking any
enemy unit encountered on the way; and units 2 and 13 to move to coordinates (7,8)
and (5,9), respectively, and to start patrolling back and forth between their new loca-
tion and coordinates (9,7) and (6,10), respectively.

Although the following information is not stored in the plan library, conceptually,
there are 4 plan strategies (in each case, adapted to the number of units in the start
state). The four strategies are: (1) “Offensive” (all units attack), (2) “Defensive” (all
“soldier” units patrol and all “peasant” units stay put), (3) “Balanced Offensive” (75%
of “soldiers” attack, 25% patrol), and (4) “Balanced Defensive” (50% of “soldiers”
attack, 50% patrol).

Adaptation is performed by building a plan based on the same strategy as the re-
trieved plan, but adjusted to the number of units in the new problem initial state. For
example, if the retrieved plan is Case 2 in Table 1, a “defensive” plan, the adapted
plan for the new problem will have all 10 “soldier” units move to a key location and
patrol, while all 9 “peasant” units remain where they are.

Our experiments are conducted as follows:

e Each of the four retrieval algorithms (“State Diversity through Similarity
Clusters”, “Plan Diversity through Greedy Selection”, “State Diversity
Bounded Greedy” and “Plan Diversity Bounded Greedy”) is run on the
new problem and set of library cases 4 times (tie-breaking is handled by
randomly selecting a case), each time recording the top 4 retrieved plans.
For PDGS (see Section 4.1.2), we use the thresholds A = 0.3 and A’ =0.5.
For both “Bounded Greedy” variants, o is set at 0.5.

e Retrieved plans (the top 4) are adapted to the new problem and the result-
ing sequences of actions are run in the game. At the end of each such
game (after all enemy units have been destroyed), the values of two me-
trics are recorded: number of game cycles (as recorded by Wargus) and
score (consisting of the difference between the player’s score and the op-
ponent’s score, as computed by Wargus. A player’s score is incremented
when an opponent’s unit is destroyed).
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Table 1. Each case consists of a state and a plan. The table shows summarizations of the states
and of the plans, rather than the actual states and plans stored, for the sake of space.

CASES
Initial state Plan summarization
1. 8s,3p AttackMove x 11
2. 8s,3p Move x 8, Patrol x 8
3. 8s,3p AttackMove x 6, Move x 2, Patrol x 2
4. 8s,3p AttackMove x 4, Move x 4, Patrol x 4
5. 3s,2p AttackMove x 5
6. 3s,2p Move x 3, Patrol x 3
7. 3s,2p AttackMove x 2, Move x 1, Patrol x 1
8. 3s,2p AttackMove x 1, Move x 2, Patrol x 2
9. 4s5,0p AttackMove x 4
10. 4s5,0p Move x 4, Patrol x 4
11. 4s5,0p AttackMove x 3, Move x 1, Patrol x 1
12. 4s5,0p AttackMove x 2, Move x 2, Patrol x 2
13. 5s,5p AttackMove x 10
14. 5s5,5p Move x 5, Patrol x 5
15. 5s5,5p AttackMove x 3, Move x 2, Patrol x 2
16. 5s5,5p AttackMove x 2, Move x 3, Patrol x 3

5.2 Results

The results are shown in Fig. 3 (the curves show averaged results of multiple game
runs: each point in each of the graphs represents the mean of 4 games). Incorporating
the plan diversity criterion in the retrieval process leads to the selection of plans
which, after being adapted and run in the game environment, generate significantly
varied results (both for score and for game cycles). The variation in results for state
diverse plans is negligible in comparison and due to the random factor introduced by
the tie-breaking mechanism, as well as to the non-deterministic nature of the game
(even when running several games with identical initial configuration and strategies,
there will be some variation in game duration and final score). Diversity based on
these factors is not satisfactory, as its consistency cannot be guaranteed over multiple
runs.

Both tested plan-diversity-aware algorithms, “Plan Diversity through Greedy Se-
lection” and “Plan-Diversity Bounded Greedy” (with retrieval sets of size 4) always
retrieve sets of plans containing all four types of strategies, whereas, with state diver-
sity, the retrieval of a highly diverse set is highly unlikely and, if occurring, largely
due to chance.

In our State Diversity by Similarity Clusters test runs, at least two results from the
state-diverse retrieval set were always instances of the same strategy.
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Fig. 3. (a) State Diversity by Similarity Clusters vs. Plan Diversity by Greedy Selection. (b)
Bounded Greedy vs. Plan-Diversity Bounded Greedy. Score (left) and game cycles (right)
exhibit considerably more variety on adaptations of results based on Plan Diversity. Each point
on the x axis represents the average of 4 game runs.

As for the actual results obtained when running these retrieved plans in the game
(see Fig. 3), each of the methods based on plan diversity produced results within a
larger range than its state-diversity counterpart: the highest and the lowest results, in
terms of score, as well as game cycles, were obtained on running plans retrieved with
plan-diversity-aware methods.

For the PDGS method, the standard deviation was 211.5 for number of game
cycles and 84.3 for score (compare with 29.9 for number of game cycles and 7.2 for
score in the case of state diversity). In the PBGA case, the standard deviation is ap-
proximately twice as large as for regular “Bounded Greedy” (271.4 for number of
game cycles and 105.9 for score, compared to 142.9 for number of game cycles and
50.8 for score).

We ran the same experiment on an alternative map (shown in Fig. 4) and obtained
similar results. The second map is topologically different from the first one in that
there are two gaps in the “forest” initially separating the two opponent “camps”, of-
fering more passage possibilities for the “enemy army”.
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Fig. 4. A second map, topologically-different from that in Fig. 2 (two gaps in the forest be-
tween camps), on which we have obtained similar results

6 Related Work

In previous sections, we referred to the use of diversity with recommender systems
and adapted a diversity-enhancing technique previously proposed. Recommender
systems (with e-commerce as their most common application) [1,2,3,4,5,13] display,
to a particular user, frequently in an individualized manner, sets of items from a solu-
tion space that would be difficult to navigate without filtering. Conversational re-
commender systems [3] work over several cycles: they recommend a set of options,
obtain user feedback and repeatedly refine their suggestions based on it, producing
new sets of recommendations. Feedback may consist of a simple choice between
suggested items or of critiquing [14] of particular features of a suggested item. Diver-
sity can be introduced in the recommendation stage, ensuring that the retrieved kNN-
set of most similar cases (which satisfy a series of constraints) [13] is also maximally
diverse [1]. Various techniques for achieving this have been proposed: Bridge and
Kelly [3], for example, incorporate diversity enhancement in collaborative recom-
mender systems [14], which base recommendations not on features of the items them-
selves but on preferences of neighbors (users assessed as being similar to the user to
whom recommendations are being made, based on common item ratings), using
“Bounded Greedy” with collaborative-data distance metrics. The trade-off between
similarity and diversity is an important consideration in choosing a diversity-
enhancement technique [2]. McGinty and Smyth [1] use a method called “adaptive
selection” to combine similarity and diversity criteria in accordance with the user’s
feedback on each consecutive set of recommendations for the same query.

As for related work in planning, a framework for summarizing and comparing
HTN plans has been proposed [15]. Maximally different plans are identified using a
metric called “plan distance”, which is conceptually similar to our notion of “diversi-
ty” between two plans (in one of its basic forms, “distance” consists of the sum of the
number of features which appear in the first plan, but not the second and the number
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of features that appear in the second plan, but not the first, divided by the total
number of features). However, the type of plan differentiation proposed is based on
high-level, abstracted, semantically-significant features of plans, rather than their low-
level, raw components (states and actions). Furthermore, distance-based comparison
is being conducted only within pairs of plans, not within sets of multiple plans.
Another related work proposes domain-independent methods for generating diverse
plans using distance metrics based on actions, intermediary states and causal links
between actions [16]. These reflect similar concerns to those behind our “plan” and
“state” diversity. The main difference between all the aforementioned previous work
and our own is that the former is knowledge-complete, requiring that complete plan-
ning domain knowledge is provided, allowing plan generation from scratch, whereas
our work is more in line with the knowledge-light CBR approach; we are adapting
retrieved plans, rather than generating new ones from scratch. In fact, in our current
Wargus framework, we do not have complete knowledge for plan generation; only the
cases, the state and plan similarity metrics, and the adaptation algorithm are known.

The concept of plan distance has also been employed for conducting a comparative
evaluation of replanning and plan repair [17]. These two methods adapt to unexpected
occurrences during plan execution (by constructing a new plan or adapting the exist-
ing one to the new conditions, respectively). A new or adjusted plan produced by
either method should be “stable”, that is, depart from the original plan only insofar as
it is necessary in order to successfully adapt to the new conditions. The smaller the
distance between a new plan and the original one, the greater the new plan’s stability.
Distance is computed as the sum of the number of actions that appear in the first plan,
but not the second and the actions that appear in the second plan, but not the first. The
work reported in [17] is addressing a problem that seems almost the reverse of our
similarity/diversity trade-off. They apply their method in a context in which the dif-
ference between plans is desirable only within a very narrow set of parameters (as
dictated by the new goals or unexpected execution circumstances) and should, other-
wise, be kept to a minimum. We, on the other hand, consider diversity to be intrinsi-
cally desirable and explore methods for maximizing it, while also maintaining simi-
larity. In addition, the work of Fox et al. is knowledge-complete, as defined in the
previous paragraph.

7 Conclusions

We demonstrate how the concept of diversity, as previously explored in the field of
recommender systems, can be successfully adapted to help increase diversity within
the sets of retrieved plans in case-based planning. To this end, we have formally de-
fined two diversity metrics (“plan” and “state” diversity) and incorporated them into a
series of methods for attaining diverse plan retrieval, which we evaluated compara-
tively. Our experiments show that methods based on “plan diversity”, balanced with
initial and goal state similarity, retrieve plans that are discernibly varied in the results
they produce once they are executed, therefore representing genuine alternatives.
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For future work, we intend to explore how the capability of the plan adaptation al-

gorithm influences the diversity of the resulting cases retrieved; if the adaptation
algorithm is very powerful, it is conceivable that it could be used to obtain a variety of
solution plans adapted from the retrieved plan. On the other hand, these adapted plans
might be too far from the query provided by the user. Hence, we would like to explore
how the retrieval-centered mechanism developed in this paper would fare versus an
adaptation-centered mechanism such as the one reported in [18].
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Abstract. In this paper we present an approach for reducing the memory foot-
print requirement of temporal difference methods in which the set of states is
finite. We use case-based generalization to group the states visited during the
reinforcement learning process. We follow a lazy learning approach; cases are
grouped in the order in which they are visited. Any new state visited is assigned
to an existing entry in the Q-table provided that a similar state has been visited
before. Otherwise a new entry is added to the Q-table. We performed experi-
ments on a turn-based game where actions have non-deterministic effects and
might have long term repercussions on the outcome of the game. The main con-
clusion from our experiments is that by using case-based generalization, the
size of the Q-table can be substantially reduced while maintaining the quality of
the RL estimates.

Keywords: reinforcement learning, case similarity, case-based generalization.

1 Introduction

Over the years there has been a substantial interest in combining case-based reasoning
(CBR) and reinforcement learning (RL). The potential for integrating these two tech-
niques has been demonstrated in a variety of domains including digital games [1] and
robotics [2]. For the most part the integration has been aimed at exploiting synergies
between RL and CBR that result in performance that is better than each individually
(e.g., [3]) or to enhance the performance of the CBR system (e.g., [4]). Although
researchers have pointed out that CBR could help to enhance RL processes [5], com-
paratively little research has been done in this direction, and the bulk of it has concen-
trated on tasks with continuous states [6,7,16,17].

In reinforcement learning [8], an agent interacts with its environment in a cyclic
pattern. The agent first perceives its state and selects an action to execute. The
environment updates the state to reflect changes caused by the agent’s action and
potentially other actors, and provides the agent with a numerical reward. The rein-
forcement learning problem is to develop a policy (a mapping from each state to an
action that should be taken in that state) that will maximize the sum of rewards the
agent will receive in the future.

1. Bichindaritz and S. Montani (Eds.): ICCBR 2010, LNAI 6176, pp. 812010.
© Springer-Verlag Berlin Heidelberg 2010
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In this paper we use CBR to address a limitation of temporal difference learning
(TD learning), a widely used form of reinforcement learning [8]. One of the reasons
why TD learning has achieved such a widespread use is because it allows the agent to
act based on experience in the same episode from when it was learned. This character-
istic of TD learning allows it to frequently converge rapidly to an optimal policy
faster than Monte Carlo or Dynamic Programming methods [§].

Most implementations of TD learning maintain a Q-table, which is a mapping of
the form:

Q-table: States x Actions = Values

That is, the Q-table associates with each state-action pair a value v, which represents
the expected value of taking the corresponding action in the corresponding state.
When an agent takes an action a while in an state s, the value of the corresponding
entry in the Q-table (s,a) is updated according to the reward from executing a. A
drawback of TD learning is that the Q-table can grow very large. For this reason peo-
ple have suggested generalization methods that reduce the size of the Q-table. For
example, neural networks have been used to allow the generalization of states across
multiple Backgammon games [10].

In this paper we explore using case-based similarity metrics to reduce the size of
the Q-tables when the set of possible states that the agent can visit is finite. In a nut-
shell, the basic idea is to use a similarity relation SIM.(s1,8;) that holds if s; and s,
are very close. Instead of maintaining one entry in the Q-table for each state, the agent
maintains one entry for each group of states that are similar enough according to SIM-
sae- Clearly, this will reduce the size of the Q-table. However, this might affect the
performance of the TD learning process, possibly reducing the speed of convergence
to an optimal policy or making this convergence impossible.

We hypothesize that case-based generalization can attain the reduction of the Q-
table while still maintaining the performance of the TD learning process, and poten-
tially even improving it as a result of the reduction in the space of possibilities that the
TD learning algorithm must consider. We tested this hypothesis by performing ex-
periments on a gaming testbed. Our experiments confirm our hypothesis pointing
towards the potential of case-based similarity to generalize Q-tables while still achiev-
ing good performance.

The paper continues as follows: the next section describes our gaming testbed. Sec-
tion 3 provides a brief overview of TD learning. Then we describe the case-based
generalization of Q-tables in Section 4. Then we describe the empirical evaluation.
Section 6 describes related work and Section 7 makes some final remarks.

2 Motivation Domain: The Descent Game

We performed experiments on our implementation of Descent, a tabletop, turn-based
game where actions have non-deterministic effects that might have long term reper-
cussions on the outcome of the game. This is the kind of game where one would ex-
pect temporal difference learning to perform well since episodes last long and, hence,
the learning process could take advantage of using the estimates of the Q-values in the
same episodes in which they occur.
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Descent is our implementation of a tabletop game Descent: Journeys in the Dark ®
in which one to four players control four hero characters cooperating to defeat the
overlord, which is controlled by another player [11]. Unlike games like Dungeons &
Dragons® where the goal is for the players and the dungeon master to combine ef-
forts to tell a riveting story, in this game the overlord’s goal is purely to annihilate the
heroes and, as such, he has a fully fleshed-out rule set in this game just like the he-
roes. Descent is a highly tactical, turn based, perfect information game (each player
sees the complete board), and has non-deterministic actions (i.e., actions performed
by a player might have multiple outcomes such as the attack action may or may not
hit a monster). The entire game is set in a fantasy setting with heroes, monsters, treas-
ures, dragons, and the like. We implemented a digital version of Descent that uses a
subset of the original set of rules of the tabletop version, yet is self-contained (i.e., a
complete game can be played without referring to rules not implemented).

The goal of the game is for the heroes to defeat the last boss, Narthak, in the dun-
geon while accumulating as many points as possible. The heroes gain 1200 points for
killing a monster, lose 170 points for taking a point of damage, gain 170 points for
removing a point of damage, and lose 850 points the hero’s for dying. When a hero
dies, he respawns at the start of the map with full health. Furthermore, the heroes lose
15 points per turn. This form of point entropy encourages players to finish the game
as quickly as possible.

We hard-coded a competent version of the overlord and developed an API that al-
lows an Al agent to control the hero characters, taking the place of the human hero
player. This Al agent sends messages to the game server while receiving and evaluat-
ing incoming messages from the game server.

Each hero has a number of hit points called wounds, a weapon, armor, a conquest
value, a movement speed, 1 special hero ability, and 3 skills (ranging from additional
special abilities to basic additional stats). Heroes may move in any direction includ-
ing diagonals by spending 1 movement point. They may move through their own
allies, but may not move through monsters. It takes 2 movement points to open or
close a door. Heroes may not move through obstacles (such as the rubble spaces that
adorn the map). This means that the Al agent must make a complex decision consid-
ering multiple factors: whether to move and if so in what direction, whether it should
move forwards and risk attack from a monster or wait for other players (which is
always detrimental because of the loss of health per turn). To simplify the Al choices,
in our implementation, every turn the heroes can take one of three actions: battle,
advance, or run, each of which grants the heroes a different number of attacks and
movement points. If the hero declares an advance or battle, it will move closer to the
nearest monster and attack whenever possible. If the hero declares a run, it will re-
treat towards the start of the map.

After all of the heroes have taken their turn, the overlord’s turn begins. The current
hardcoded overlord Al is set to have each monster pick a random hero on the map and
move towards that hero and attack the hero if he is within melee range. Monsters also
have special abilities, move speeds (with same restrictions as the heroes), specific
attack dice, armor values, and health values.
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3 TD Learning

TD learning is a widely used form of reinforcement learning wherein an agent learns
a policy which, for every state of the agent's world, maps an estimate of the value of
taking each applicable action in that state; the goal of the agent is to maximize the
sum of the future rewards it receives.

3.1 Q-Tables and Policies

TD learning algorithms maintain a Q-table of expected rewards for each state-action
pair. A Q-table stores a value for each state-action (s,a) pair (Q(s, a) = value), where
the table in this case has game states as row labels, and abstract game action names as
column labels. Each entry in the Q-table is called a Q-value.

Given a Q-table, a policy can be inferred by greedily selecting for each state the ac-
tion with the highest Q-value. This is called a greedy policy, Ilgeeqy, and is defined as:

Higreeay(s) = arg max, Q(s,a)
3.2 TD Learning Updates

TD learning algorithms balance between exploiting the greedy policy from the current
Q-table and exploring other alternative actions even when they do not correspond to
the greedy policy. Exploration is done to avoid local minima in which the Q-values
converge towards selecting an action a for a state s even though there is another ac-
tion a’ that over the long run will result in a higher Q-value for s. An strategy, called
e-greedy, for balancing exploitation and exploration in TD learning is selecting the
greedy action, Ilyeeq,(s), for state s with probability 1-€, where € is an input parame-
ter in the range [0,1]. This parameter is usually set lower than 0.5 so that most of the
time the greedy action for state s is selected. With probability € a random selection is
made among the set of actions that can be applied in state s.

An alternative to € -greedy is called softmax [8], whereby the probability of select-
ing an action a for state s is relative to its value Q(s.a). Hence, actions with high Q-
values will be more likely to be selected while actions with low Q-values, including
those that have a Q-value of 0, will still have a non-zero probability of been selected.
The agents we use in our experiments perform a softmax selection.

Regardless of how the action is selected, TD learning uses bootstrapping, in which
the agent updates the Q-values based on its own estimates of the Q-value. The follow-
ing formula is used to update the Q-value Q(s,a) for the action a selected in state s:

Q(s,a) € Q(s,a) + (R + ¥Q(s’,a’) — Q(s,a)) 9]

Here R is the reward obtained after taking action a in state s, and o is the step-size
parameter, which determines the extent of the update done to the Q-value; lower val-
ues will reduce the extent of the update while larger values will increase it. The value
of v, which is called the discount rate parameter, adjusts the relative influences of
current and future rewards in the decision making process. The state s’ is the state that
was reached after taking action a in state s, and a’ is the action that was taken after
reaching state s’. Thus, the value of Q(s,a) is updated by looking one step ahead into
the estimate of the subsequent state and action pair that the agent visited.
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3.3 TD Learning to Control Descent Agents

One of the main challenges of using TD learning for controlling Descent agents is the
large number of potential states. It would be impossible to generate and populate a
full state table with values given the amount of time it takes to run a single game of
Descent. For example, if we assume we would need a different state for each possible
monster and hero positioning and a different state for each combination of hero and
monster health amounts, given a 26X26 map, 16 monsters, and 4 heroes (and ig noring
heroes’ health), we would need 4.0x10% states. Because of this, state abstractions are
needed to lower the number of possible states; this is a common practice when using
reinforcement learning in games [12].

Each state is represented by the following abstraction: the hero’s distance to the
nearest monster, the number of monsters within 10 (moveable) squares of the hero,
the estimated damage those monsters would inflict if they were to all attack the hero,
and the hero’s current health. In general, the distance to the nearest monster is no
more than 20 movable squares. The number of monsters within range is usually no
more than 6, the estimated damage taken is typically no more than 18, and the most
health any hero has is 12. This reduces our 55 million states problem down to 6500
for each hero. While the reduction is substantial, heroes will visit only dozens of
states in an average game. Hence, some form of state generalization is needed.

4 Case-Based Generalization of Q-tables

Frequently, the Q-tables are pre-generated and reside in memory. That is, the agent
allocates a memory footprint of the order of O(ISIxIAl), where S is the set of possible
states that the agent can visit and A is the set of possible actions that the agent can
take." Borrowing ideas from CBR, rather than generating a large table and filling it in
with exploration and exploitation choices, what we propose instead is to begin with a
blank Q-table and slowly fill it in with new cases, which we view as entries in the Q-
table, as the agent encounters them. Furthermore, we propose using a case similarity
function to encompass many possible different entries in the Q-table. For example,
standing near a monster with 5 health is not much different than standing near a mon-
ster with 4 health, so the agent will consider those two to be essentially the same state
when generating and using the Q-table. Consider a 2-dimensional map where each
point on the map represents a state. Initially there is a completely empty Q-table and
the map is not covered at all. When the agent visits the first state, a new entry is made
to the Q-table. The state can be thought to cover an area in the map as shown in Fig-
ure 1 (left); as usual, the point in the middle of the circle represents the state the agent
is currently in and the circle around that point represents the similarity function’s
coverage of similar states. After visiting 5 different states, the map could be covered
as shown in Figure 1 (right).

! Actions do not need to be applicable in every state; if an action a is not applicable in an state
s, its corresponding Q-Value, Q(s,a), can be initialized with a special value, such as -1, to rep-
resent this fact.
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Fig. 1. Graphic depiction of case base coverage

Each circle in Figure 1 (right) represents all states which are close enough to the
state sg first visited. Hence when visiting any state s, that is similar to Sg, the
agent does not need to add a new entry in the Q-table. Instead, sg acts as a proxy for
Snew- This has the following two consequences:

e For selecting which action to choose from state s, we do a softmax selec-
tion based on the Q-values for the actions in s, Which will result in the se-
lection of an action a.

e For doing the update of the Q-values, the agent updates the entry for
Q(sfirs»a) as indicated in Formula 1.

In other words s, and sg are considered to be the same state for the purpose of
determining our policy and for the purpose of updating the Q-table. Overlap in the
table is guaranteed since similarity does not take action choice into effect. So there
will be multiple different state similarity blocks that use different actions. Further-
more, it is possible to generate a state near an already existing state, causing overlap.
When overlap occurs the agent is essentially considered to be in the same “state” just
with multiple different action choices. Below we present the algorithm, SIM-TD, that
takes into account the notion of case-based similarity into the standard temporal dif-
ference algorithm. It initializes the Q-table Q with an empty table and runs n episodes,
each of which calls the procedure SIM-TD¢pis0qe, Which updates Q.

SIM-TD(a., 7, n)
Input: o: step-size parameter, y: discount factor, n: number of episodes
Output: Q: the Q-table

Q <[] // the Q-table is initially empty; no memory allocated for it
S & [] //current list of states represented in Q
k<1
while (k < n) do
Q € SIM-TDgpisoae(0, 7, Q, S)
k< k+1
end-while
return Q
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The procedure SIM-TD,yisqc is shown below. The crucial difference with standard
temporal difference occurs at the beginning of each iteration of the while loop.
Namely, it checks if there is a state s’ similar to the most recently visited state Se,. In
such a case, s’ is used for the selection of the next action and for the TD update of the
Q-table Q. If no such a similar state s’ exists, then a new entry for state s,.,, is added
to the table.

SIM'TDepisode(av v, Q7 S)
Input: o step-size parameter, y: discount factor, Q: the current Q-table, S: states
Output: Q: the updated Q-table

start-episode(G) //for our experiment G will be one run of the Descent game
s €< null; a € null;
Snew € initialState(G)
while not(end-of-episode(G)) do
s> € similarState(S, Spey) //finds a state s’ in S similar to Spey
if (s’ = null) then /I no such an s’ exists currently in S
s’ é Snew
S &€Su{s’}
make-entry(Q,s’) // creates a new row in Q for state s” and
/1 Q(s’,a) is initialized randomly for each action a
end-if
a’ € softmax-action-selection(Q,s”)
if (a # null and s # null) then //avoids doing the update in the first iteration
Q(s,a) € Q(s,a) + (R +yQ(s’,a’) — Q(s,a)) // Same as Formula (1)
end-if
a€<a
s€ s
(R, spew) € take-action(a’,G) // reward R obtained and the state s,.,, visited after
// executing action a’
end-while
return Q

While we do expect that using case-based generalization will reduce the memory
footprint of temporal difference, there is a potential danger: that precision will be
lost; this is a common difficulty with generalization techniques. In our context this
could result in updates made to wrong entries of the Q-table (e.g., when two concep-
tually different states are combined into the same entry in the Q-table). This could
have a negative effect in the performance of the agent that is using the Q-table. For
example, the updates might pull the agent in opposing choices for some crucial state,
making it incapable of converging to an optimal policy or even learning a “good”
policy. In the next section we present some experiments we performed evaluating
both the reduction in memory requirements for temporal difference and the effect of
the generalization on the performance of an agent using these case-based generaliza-
tion techniques.
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5 Experimental Evaluation

We performed an experiment to evaluate the effectiveness of our similarity based
approach to temporal difference. Specifically we wanted to validate the following
hypothesis: the size of the Q-table for the similarity-based temporal difference as
implemented in SIM-TD is reduced compared to the size of the Q-table needed for
standard temporal difference while still preserving comparative levels of perform-
ance. We simulate the standard temporal difference by using SIM-TD with the iden-
tity similarity (indicating that two objects are similar only if they are the same).
Hence, every new state that is visited will create a new entry in the Q-table.

5.1 Performance Metric
The performance metric is the score of the game is computed formulas follows:
Score = @y * kills + @y, * health-gain — @y * deaths — o, * health-lost — @y * length

Kills refers to the number of monsters killed by the heroes, health-gain is the health
that the heroes gain (which can only be gained when the hero performs a run action,
in which case they gain roughly 30% of their missing health back), deaths is the num-
ber of heroes’ deaths (every time a hero dies, he respawns at the starting location),
health lost by the heroes during the game and length, which indicates the length of the
game (i.e., measured as the number of turns; each turn includes each of the 4 heroes’
movements plus the overlord). We ran the experiments on two maps, a small one and
a large one. The ranges of these attributes, for each map, are shown in Table 1. The
attributes health-gain and health-loss are map independent. The asterisk in front of the
ranges indicates that the ranges are unbounded to the right. For example, heroes can
die any number of times. Health gain/loss range is 0-12* because each hero has a
maximum of 12 health. However, a hero might lose/gain a lot of health. For example,
a single hero might lose 60 health in one game because he would lose 12 health, die,
lose 12 more health, die again, and so forth. The range is shown for illustration pur-
poses. The ranges for hero’s death are per kill; certain heroes are worth more negative
points than others upon death.

Table 1. Attributes contributing to scoring formula

Attribute Range Small map Range large map | Points earned

Kills 0to9 0 to 23 1,200 (per kill)

Health-gain 0to 12%* 0to 12 170 (per point)

Deaths 0to 4* 0to 4* -1700 to -3400

Health-lost 0to 12%* 0to 12 -170 (per point)
Length 0to 15% 0to25 -60 (per turn)

5.2 Similarity Metric

We define a similarity relation that receives as input a case’s state C and the current
state S and returns a Boolean value indicating if C and S are similar or not. Each hero
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maintains its own case base to account for the different classes of heroes. States are
defined as 4-tuples: (distance to monster, monsters in range, expected damage,
health). Distance to monster refers to the Manhattan distance to the nearest monster
from the hero’s position, monster in range indicate the total number of monsters that
can be reached by the hero within one turn (different heroes might have different
movement ranges), expected damage is computed based on the maximum damage
that the hero can take from the monsters that can reach him within one turn; if no
monster is within range the value is set to 0. For the small map, there can be at most 9
monsters in range (13 for the large map) and on average these monsters will do 31
damage (41 for large map). Health is the current health of the hero. This information
is sufficient to determine which action to apply. The solution part of the case is the
action that the hero must take, which, as detailed in Section 2, is battle, advance, or
run.

Table 2 shows the 3 similarity relations we used in our experiments: major similar-
ity, which allows more pairs of states to be similar, minor similarity, which is more
restrictive than major similarity, and no similarity, which considers two states to be
similar only if they are identical. The rows are for the same attributes indicated in the
previous paragraph. They indicate the minimum requirements for two states to be
considered similar. Two states are similar if the absolute difference of the attributes is
smaller or equal than each of the corresponding entries in the table below. For exam-
ple, (6,2,5,10) is similar to (3,1,8,5) relative to the major similarity but not relative to
the minor similarity. The values in parenthesis in the Major similarity show the ranges
for the large and small maps. The current health is independent of map and, hence,
only one value is shown. For the minor similarity we consider special values of the
attributes that supersede the attribute comparison criteria. For example, if a hero has
maximum health, then the case we are comparing against must also have maximum
health. We have analogous criteria in place for the other attributes. This makes the
minor similarity a much more restrictive criterion than the major similarity.

Table 2. Boundaries for similarity metrics

Attribute Major similarity | Minor similarity | No similarity
Distance to monster 4 (0-22; 0-29) 4% 0
Monster in range 3 (0-9; 0-13) 3% 0
Expected damage 7 (1-31; 141) 6* 0
Current health 5(0-12) 4% 0

5.3 Experimental Setup

We ran three variants of SIM-TD: SIM-TD with (1) non similarity (our baseline), (2)
minor similarity, and (3) major similarity. We refer as agents to any of these three
variants, which as explained before, are used to control each hero in the game (i.e.,
each hero maintains its own Q-table and chooses the actions based on softmax selec-
tion of the table). We created two maps. The first map is the original map in the actual
Descent board game. The second map is a smaller version of the original map with
half the map sawed off.
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The two different maps were used to test the different effects of similarity with dif-
ferent scenarios. The smaller map tends to have a much smaller Q-table since the set
of situations the heroes can find themselves in is much smaller than with a large map.
The large map on the other hand has a much larger set of possible states. For example,
the large map has more monsters on it than the small map. Because of this, there is a
much wider variance on the Monster in range and Expected damage fields. Also,
since the large map is larger it makes sense that the ‘closest monster’ field could po-
tentially be much larger as well. Using different sets of games can show us different
possible results with experimentation. In both maps the boss is located behind a wall
from which the boss cannot exit. This is to ensure that the games do not end early by
chance because the boss wanders towards the heroes. Since the hardcoded section of
the hero Al always attacks the nearest monster and the monster Al is always to run
straight for the hero, it is impossible for the hero to kill the last boss before any other
monster ensuring that a game does not end abruptly by chance.

For both the small and the large maps, trials of games were run until within each
trial the games were fluctuating around a certain score. For the small maps score
fluctuated around eight thousand points after 8 games. For the large maps score fluc-
tuated around 9 thousand points after 4 games. Because of this, we ran trials of 8
games each for the small map and 4 games for the large map. The large maps also
took a much larger amount of time to run than the small maps. Running each experi-
ment took almost an entire day with a human operator starting each game. Also,
while a single trial had multiple games in it to observe the effect of the score increas-
ing over time, with multiple games, multiple trials needed to be run to obtain a reli-
able estimate of the average score over time. For each set of games, we ran a set of
five trials. This was largely a time constraint decision. The game’s scoring system
tends to fluctuate a lot since combat has a random factor influencing the outcome and
other factors such as early decision by a hero to explore instead of attack.

5.4 Results

Figure 2 shows in the y-axis the average number of entries in the Q-table per trial.
This table shows the expected effect in regard to the size of the Q-table. Using major
similarity, the Q-table had a much smaller number of entries in the end; for a total of
about 100 entries (or 25 per hero). For minor similarity, about twice as many were
seen, about 225. And for no similarity, about twice as many again were seen, in the
425 range. This shows that case similarity can reduce the size of a Q-table signifi-
cantly over the course of several games. The no similarity agent used almost five
times as many cases as the major similarity agent. The small difference between the
number of cases captured in the smaller and in the larger map for each type of similar-
ity is due to the state abstraction explained in Section 3.3, which makes the number of
states relatively independent of the size of the map.

Figures 3 and 4 show the scores at the end of each game. Overall with either the
major or minor similarity it had a better performance than without similarity on both
maps, aside from the game # 3 in the large map, where major similarity performed
worst. But in general, the agent performed better with some form of similarity. Even
during the first game, the agent managed to learn some strategies that performed
better than the other two agents. The anomaly at game #3 can be explained by the
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multiple random factors which results in a lot of variation in the score. This random-
ness is observable even with five game trials. The smaller map had many more trials,
so there is less variation. We can draw the same conclusions as in the large map.
Again the major similarity agent was better than the other two, occasionally dipping
below the minor similarity agent. The no similarity agent performed worse than the
other two similarity agents. Even with the fluctuations in the graph, it never surpassed
either of the similarity agents past the first game. This shows once again that the no-
tion of similarity helped to make the reinforcement learning agents learn a better solu-
tion much faster than without similarity. However, again the Major Similarity Agent
was competitive and beat out the Minor Similarity agent at the start and did roughly
about as well towards the end.

500 - Total Cases per Trial
400
& Small Map Major
Similarity
300 7z Small Map Minor
Similarity
) lI'Small Map No
%
200 1 Similarity
/ = Large Map Major
| Similarity
100 % Large Map Minor
Similarity
0 - NN\ 7

Fig. 2. Total (average) number of cases for small and large maps

We believe that the reason why there is a better performance with some form of
generalization than without any generalization is a reflection of the particular case
based generalization used working well in this particular domain. Thus, whereas in
the non-generalized situation a state s must be visited ns times before it is able to find
a good approximation to the value of its actions, in the generalized situation any visit
to a similar but not necessarily identical state s” will update the value of the actions.
Therefore it will be able to find good values faster.

We performed statistical significance tests with the Student’s t-test on the score re-
sults obtained. The difference between minor and no-similarity is significant for both
maps. The difference between the major and the no-similarity is significant for the
small map but not so for the large map (the t-test score was 93.9%). The difference
between the major and the minor similarities was significant for the small map but not
significant for the large map. The main conclusion from this study is that by using
case-based generalization, the size of the Q-table can be substantially reduced while
still maintaining at least as good as the performance without case-based generaliza-
tion, and can even become significantly better.
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6 Related Work

We also explored using other reinforcement learning methods such as dynamic pro-
gramming and Monte Carlo methods. It is feasible that case-based generalization
could have similar positive effects to those we demonstrated for Temporal Difference.
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However, for this particular testbed both were unfeasible to use. Dynamic program-
ming requires that the agent knows the transition probabilities for the actions to be
chosen and the expected rewards from those actions. This would require running
extensive games to obtain these values. Monte Carlo methods perform the function
approximation updates after the episodes ends. This will likely require it to play many
more games before it learns capable policies. Games in our testbed are fairly long
lasting 15 minutes on the short map and 25 on the larger one. One run of the experi-
ment was lasting one day. Under our time constraints it was not feasible for us to run
such experiments.

Researchers have investigated other approaches for reducing the memory footprint
requirements of reinforcement learning. TD-Backgammon used neural networks for
this purpose [10]. Clustering algorithms have been proposed to group states that are
clustered together [13,19]. This requires the system to either know beforehand all
states that can be visited or wait until a large sample of states have been visited. In
contrast our approach is grouping states as they are visited, which is the classical lazy
learning approach in CBR. However, similar to work integrating lazy and non lazy
learning approaches [14], one could use our CBR approach until enough states have
been visited and at that point run a clustering algorithm. Other works combine gradi-
ent-descent methods with RL [9]. Instance-based learning has been used to reduce the
number of states needed and showcases with continuous states [18]. The crucial ob-
servation here is that the agent does not know the state granularity apriori. Instance-
based learning methods allow the agent to refine the granularity as needed. These
ideas have been studied in the context of case-based reasoning systems in [16], which
also surveys instance-based and case-based reasoning approaches for continuous
tasks. As per this survey, our work can be classified as a coarse-coded (since one
entry in the table represent multiple states), case-based (since it maintains the Q-value
for all actions in that state as a row in the Q-table) function approximation approach.

There has been a large interest in combining CBR and RL over the last years.
These include Derek Bridge’s ICCBR-05 invited talk where he described potential
synergies between CBR and RL [5], the SINS system which performs problem solv-
ing in continuous environments by combining case-based reasoning and RL [15], and
CBRetaliate, which stores and retrieves Q-tables [3]. Most of these works pursue to
improve the performance of an agent by exploiting synergies between CBR and RL or
enhance the CBR process by using RL (e.g., using RL to improve the similarity met-
rics). In contrast, in our work we are using CBR principles to address a well-known
limitation of reinforcement learning. Bianchi et al. uses cases as a heuristic to speedup
the RL process [7] and Gabel and Riedmiller uses cases to approximate state value
functions in continuous spaces [6,17].

7 Conclusions

In this paper we presented an approach for reducing the memory footprint require-
ment of temporal difference learning when the agent can visit a finite number of
states. We use case-based similarity to group the states visited during the reinforce-
ment learning process. We follow a lazy learning approach: cases are grouped in the
order in which they are visited. Any new state visited is assigned to an existing entry
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in the Q-table provided that a similar state has been visited before. Otherwise a new
entry is added to the Q-table. We performed experiments on our implementation of
Descent, a turn-based game where actions have non-deterministic effects and might
have long term repercussions on the outcome of the game. This is the kind of game
where one would expect temporal difference learning to perform well since episodes
last long and, hence, the learning process could take advantage of using the estimates
of the Q-values in the same episodes in which they occur. The main conclusion from
this study is that by using case-based generalization, the size of the Q-table can be
substantially reduced while improving the performance compared to without case-
based generalization.

As discussed in the related work section, there are a number of closely related
works in the literature, CBR-based and otherwise, to tackle RL’s memory footprint
problem. We used a simple similarity-based approach to tackle this problem and ob-
tained significant gains in the context of a relatively complex game. It is conceivable
that the use of recent advances in CBR research, such as case-based maintenance
(e.g., [20]), can be used to formulate a robust CBR solution to this problem that can
be demonstrated across a wider range of applications domains. It is worthwhile to
point out that, as of today, there is no application of RL to a modern commercial
game unlike other Al techniques such as induction of decision trees [21] and Al plan-
ning [22]. We speculate that part of the reason is the lack of robust generalization
techniques for RL that allow rapid convergence towards good policies.

There is a difficulty with our approach that we will like to discuss. As we ex-
plained before, when visiting a state s, the agent first checks if there is an entry in
the Q-table for a similar state s In such a situation, the action a to take is selected
based on the Q-values for sg. It is possible that the action a selected might not be
applicable in s,,. This situation does not occur with the Descent agents because all
actions are applicable in all states. One way to address this is to check if S,y and g
have the same applicable actions and if not then make them dissimilar, so that each
will have its own entry in the Q-table.
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Abstract. This paper addresses the issue of adapting cases represented
by plain text with the help of formal concept analysis and natural lan-
guage processing technologies. The actual cases represent recipes in which
we classify ingredients according to culinary techniques applied to them.
The complex nature of linguistic anaphoras in recipe texts make usual text
mining techniques inefficient so a stronger approach, using syntactic and
dynamic semantic analysis to build a formal representation of a recipe, had
to be used. This representation is useful for various applications but, in
this paper, we show how one can extract ingredient—action relations from
it in order to use formal concept analysis and select an appropriate re-
placement sequence of culinary actions to use in adapting the recipe text.

Keywords: formal concept analysis, natural language processing, text
mining, textual case-based reasoning.

1 Introduction

A case retrieved by a case-based reasoning (CBR) system in order to solve a
given problem may need adaptation in order to fit in. Adapting a textual case
may be as simple as replacing all the occurrences of a word with another word
but one could want to do better. Contestants in the Computer Cooking Contes
(CCC) use case-based reasoning with a recipe book as a case base to propose
ingredient substitutions as a solution to cooking problems (adapting a recipe to
given constraints) but so far are not making modifications to the recipe text.
This paper shows that using a method based on text mining and machine
learning, namely formal concept analysis (FCA), can be of great use for text
adaptation. Ingredient preparation prototypes are found and used to adapt a
recipe. Adapting a recipe by replacing ingredient o with g implies finding out
actions performed on « and replacing them with actions performed on 3.
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Thu, and Ripan Hermawan for letting us use their corpus of part-of-speech-tagged
recipe texts.
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The work was achieved within the TAAABLE project [4I8] and focuses on text
adaptation. TAAABLE is a textual case-based cooking system that participated
in the first and second (as WIKITAAABLE) CCC. It is built around a case-based
inference engine using a (minimal) propositional representation of recipes, a set
of known acceptable substitutions, an ontology of ingredients used to build new
substitutions on the fly, and a cost function to select the best adaptation for a
problem.

In this paper, we shall argue for a more thorough formal representation of
recipes, and show how it can be built with natural language processing (NLP)
techniques and used with FCA towards a more significant adaptation function.

Presupposing that TAAABLE is able to suggest a recipe from its case base along
with some substitution operations that consist in replacing a given ingredient
by another given ingredient, our system is able to find an adequate sequence of
actions for the new ingredient and modify the recipe text accordingly.

While selecting texts with FCA and reusing them in the adaptation stage
of a textual CBR system is to our knowledge a novel approach, it fits within a
trend towards the maximal reuse of existing text in providing textual solutions to
problems (arguably initiated by [I5/14]). Using FCA for information retrieval or
CBR in itself is not a totally new idea either (see for instance [7II7] for retrieval,
and [10/9] for CBR).

In Sect. 21 we describe the kind of formal representation we expect to create
from recipe texts and the process to translate texts into this representation.
Then in Sect. 3] we show how FCA is used to adapt recipes, and we detail the
algorithms we developed as well as the strategy we used to generate new texts.
Finally we discuss our results and future work in Sects. @ and [l

2 Linguistic Processing of Recipes

The main idea guiding this work is that some “common uses” of each ingredient,
that we call prototypes, can be extracted from the case base and used in adapting
texts. If for instance we want to substitute zucchini with aubergine in a recipe,
it would be more convenient to prepare the aubergine as done in some aubergine
recipes instead of blindly applying the same steps as for preparing the zucchini.
A prototype is understood as a sequence of actions applied to an ingredient. To
extract it, we need a formal representation of the recipe text. The same linguistic

Easy berry pancakes

Ingredients Preparation

*Six eggs Beat the eggs. Add the flour and mix with a
+2 cups of flour fork. Whisk in the milk.Pour batter in warm
2 cups of milk pan, one ladleful at a time. Add some fruits,
1% cup of blueberries then cook for one minute. Flip and cook one
*15 cup of raspberries minute more.

Fig. 1. A sample recipe text



98 V. Dufour-Lussier et al.

processing that changes a text in its representation is performed on the source
recipe (the recipe to be adapted) and on all the recipes of the case base. Those
formal representations are then passed on to data mining algorithms to extract
the prototypes. The complete process will be illustrated on the recipe in Fig. [,
yielding the representation shown in Fig. 2

fo beat fs
egg | ege % f f
[ . T
add €88 o e88 whisk 17777 1
fi |_—" flour flour \ fa 1
flour . egg |
whisk g flour |
f2 /"i milk |
milk [ i
i f,
™ oegg i pour egs
v flour | flour
! milk !} milk add
AT ) fio
: egg
3 add flour cook
blueberry mik [ -
a/dd' blueberry
f. raspberry
raspberry

Fig. 2. Tree representation of the recipe of Fig. [l

2.1 Representing Recipes as Trees

Recipes are procedural texts composed of a sequence of actions through which
different ingredients are progressively combined in order to obtain one final prod-
uct, the dish. Each culinary action takes what we call food components in entry
(as its arguments) and produces some other food component in return.

To adapt a recipe, it can help to divide it in smaller “parts” so that some parts
can be replaced by new ones. Therefore the formal representation of a recipe must
make it easy to identify the different stages in a recipe and the “regularities”
across a set of recipes. Viewing actions as functions, it seems only natural to
model recipes as trees. Alternatively this can be seen as taking a rather extreme
stance in regards to Asher’s theory of dynamic semantics [I], considering each
verb as simultaneously a destruction and a construction verb (applied onto a
food component). Some situations would make trees inappropriate, such as when
whole eggs are split between white and yolk. We didn’t take this into account in
this work, but we think our approach could easily generalised to directed acyclic
graph representations.

In a recipe tree, leaves are food components corresponding to the raw ingredi-
ents, the root is the finished dish, and the other nodes are the subsequent states
of various food components. Trees are labelled (each node has a unique label ¢)
and a function Z(¢) is defined giving the set of ingredients that went into the
food component represented by £. For instance in Fig.[2 giving an example of a
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very simple recipe tree, “fg” is a node corresponding to a food component such
that Z(fs) = {egg, flour}.

This tree structure is what the data mining process is applied to. However
it is also needed to solve some of the linguistic problems of recipe texts. The
tree is built iteratively: actions found in the text are treated one after the other,
each connecting a node to the tree, a process that requires using the information
already present in the partially built tree.

2.2 Why Recipe Texts Are Different

While recipe texts have the advantage of exhibiting little fanciness, there exist
specific difficulties inherent to their procedural nature:

1. They heavily make use of sentence structures such as imperative clauses that
are rare in most other texts, making tools based on machine learning using
generic corpora inefficient;

2. They massively exhibit a little-studied linguistic phenomenon known as evo-
lutive anaphora wherein a word in a text may be used to refer to an object
that exists at some given time and does not (yet or anymore) at some other,
requiring a special strategy to find out what this word can refer to at any
given moment e.g. “mix flour, eggs, and milk; pour the batter”;

3. In order to avoid tedious repetitions, they usually omit syntactic arguments
of verbs when they seem obvious, requiring a strategy to first determine
whether a word is missing, and finding out what this word should have been,
e.g. “cook potatoes; when done, add milk [implicitly: to potatoes]” (this is a
type of grammatical anaphora).

2.3 The Toolchain

The first few steps of the linguistic analysis can be solved using common, well-
researched natural language techniques. While we cannot use available annotated
corpora as much as we normally would, we still managed to obtain a small corpus
of about a hundred recipes annotated with the part-of-speech (e.g. verb, noun,
adjective) of each word, which was sufficient to train an error-driven, context-
sensitive, transformation-based tagger [6] with an accuracy a > .90, well below
the state of the art for regular texts, but sufficient for a prototype implementa-
tion The other preliminary steps (tokenization, clause segmentation, chunking)
were implemented using hand-crafted regular expressions%

2 Parts-of-speech tend to be even more ambiguous than usual in recipe texts because
of words such as “cream” or “salt” that can be both nouns or verbs, so an approach
based on a dictionary, even if it were a domain-specific dictionary, would be even
less effective.

3 For instance, the regular expression pattern for matching a noun phrase
is  “N’((Comma N’)*(Comma|Conjunction) "?'N')?”, with  “N’”  matching
“Predeterminer’ Determiner’ Adjective* Noun™”.
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At this stage we know which words are verbs (and thus actions) and we are
able to identify their syntactic arguments, which should be sufficient to get on
with the task of building a formal tree representation of a recipe.

2.4 From Text to Tree

The problems described in paragraphsZ22) and 23] cannot be solved at the
sentence level. On the other hand, if they are neglected, the final representation
of a recipe will not be a tree, but a set of trees, each representing a part of the
recipe, that cannot be connected. A specific post-processing step was developed
to handle those.

The idea is that at the beginning of the recipe, all ingredients are available
and the very first action will take some of them to produce a new food com-
ponent. In the same way, at any stage of a recipe, there are certain food com-
ponents available and the next action picks some of them and produces a new
one.

The set of food components available for culinary actions is called domain.
The initial domain Dy contain one food component for each ingredient from the
recipe listings. The domain changes after each action is performed, hence the
domain after ¢ actions, noted Dy, is used to identify the arguments of the ¢ + 1th
action.

In the recipe of Fig. [[ the initial domain will look something be:

Do ={fo,f1,f2,f3, 14},
I(fo) = {egg},
Z(f1) = {flour}, etc.

When an action that takes a single argument is encountered, it creates an arrow
with the action name and creates a new node. It also modifies the domain, such
that for a verb like “beat X”:

Dy =(Dra \{X}) U{¢},

(0 = I(X) , @

where ¢ is a new label. For instance the first sentence in the example recipe
is “beat the eggs”, which would have the effect of creating a new “egg” food
component (see Fig. B)):

D1 =(Do\{fo}) U {fs},
I(fs) = Z(fo) -

As for actions taking several arguments, they may have either a “union” seman-
tics, like “add X to Y, creating a node with multiple edges,
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fo beat fq
egg 7| ezg

Fig. 3. Beaten eggs
Dy =D \({ X} U{Y})) u{t},
I =Z(X)UZ(Y) ,
or a “complement” semantics, like “remove X from Y”:

Dy =(Di21\{Y}) U{£},

I(0) = IOV \X) | ®)

where £ is a new label. For instance, the next sentence in the example recipe is
“Add the flour”, which is a union action (see Fig. H):

Dy =(D1\({f1} U{fs})) U {fe},
I(fs) = Z(f1) UZ(fs) .

fo beat fs

add

egg i S
add €88
f. [ _——" flour

flour

Fig. 4. Some batter

A subcategorization dictionary of actions tells which types of arguments are
required by each action in order to know whenever one is missing. In that case,
the last node added to the tree is assumed to be the missing argument, thus an
edge is created from this node to the new node. This is how one can infer that
it is to eggs that flour gets added (cf. Fig. ).

The set-theoretical notation we used for food components’ ingredients is useful
to resolve the anaphoras. The two most frequent cases are presented below.

Existential References. Expressions such as “beef mixture” refer to some food
component that contain at least one specific ingredient, in this case beef, that
may have been mixed with others. It is therefore necessary to search the domain
for a food component containing this ingredient. A target set 7 of ingredients
expected in the food component is thus defined and used with a simple operation
to retrieve the food component being referred to by the expression:

x€D:FiieZ(x)NieT . 4)

In the case of “beef mixture”, this is trivial: 7 = {beef}. But some cases are more
subtle, such as words similar to “batter”. We measured in a corpus of recipes that
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the food component referred to by the word “batter” contains either the ingredi-
ents egg or flour in over 99% of cases. To find the food component referred to by
this word, we will thus use 7 = {egg, flour}. Thanks to this the “Pour batter”
instruction of the recipe can be dealt with. Before dealing with this instruction,
the representation looks like Fig. [l making it is obvious which of the three food
components in the domain is the one the word “batter” refers to.

fa beat fs
egg 7| ege add
f;. N f,:
} 8 — ) whisk_in
fs fi |_——"| flour flour \ fs
blueberry flour egg
whisk_in flour
B L =" ax
fa milk
raspberry

Fig. 5. Where is the batter?

Universal References. Other expressions obviously refer to a set of ingredients
that belong to a common class. Such is the case for the word “fruits” when the
ingredients listings of a recipe do not actually contain any “fruit” elements, but
do contain blueberries and raspberries. Since an ontology of ingredients already
exists in TAAABLE, it is used to retrieve the set of food component being referred
to by their class name. In any given recipe, the set of food components referred
to by the word “fruit” can be defined as:

{r € D:ViieI(x)— iC Fruit} ,

where “; C Fruit” means that ingredient 7 is a subclass of the “Fruit” class. So
when we process the instruction “Add some fruits” in our recipe, we know that
it refers to {fs,f4}.

3 Adapting Recipes with Formal Concept Analysis

At this stage, with recipes formalized as trees, for each ingredient in each recipe,
there exists a path (a sequence of actions) between this ingredient and the final
state of the recipe—the dish.

The adaptation process can now be redefined according to this structure. We
consider that adapting the preparation with respect to an ingredient substitution
consists in replacing a subtree corresponding to the preparation of an ingredi-
ent in the retrieved recipe with a subtree that is suitable for the substitution
ingredient.

The questions that need to be dealt with now are the selection of a sub-
tree to replace and a subtree to replace it with. This will be demonstrated with
an example using genuine recipes from a past CCC recipe base. Suppose the user



Text Adaptation Using Formal Concept Analysis 103

wants an aubergine coleslaw, and the system retrieved a zucchini coleslaw recipe
and suggested to replace zucchini with aubergine. We need to find the instance of
aubergine use in the available recipes that is the closest to the way the zucchini is
used in the zucchini coleslaw. FCA provides a conceptualization of the different
ways of preparing an ingredient, so that the concept closest to the zucchini can
be easily identified.

3.1 Extracting the Relevant Subtree

We now need to extract the subtree referring to any ingredient of particular
interest from the representation (this will be done both for the substituted and
the substitution ingredient). Three types of actions are considered: actions ap-
plied to an ingredient alone, actions applied to many ingredients in parallel, and
actions applied to many ingredients together. The distinction between the sec-
ond and third types is important: while peeled apples and pears for instance are
still distinctively apples and pears, apple and pears cooked together make up a
mixture that has little to do with the original ingredients, and to which a wholly
different range of actions may be applied. Additionally, if all the information is
taken, the space gets too wide and there is not enough data concentration to
allow for efficient learning.

Because no linguistic clues are available to help classify actions between the
second and the third category, we simply use a list of possible actions with
their most likely category. Considering now a genuine recipe from the case base,
represented in Fig. [ “toss” is an action of the third category hence the actions

applied to zucchini are considered as relevant up to “add”, making the zucchini

prototype: “zucchini ot shred 0 2ddy \When making the substitution

later on, the zucchini prototype will therefore be detached from “mixture 3”
and the aubergine prototype chosen in Sect. [3] will be reattached at the same
point.

mixture_0
aucchini

pepper_1 cut pepper """--:.l.‘.L'-ll_- mixture_1
|>1-mw|' zucchini

pepper add

mixture_3 mixture_d4
zucchini zucchini
pepper peppes
oil 08 oil

beat cider_vinegar cider_vinegar

cider_vinegar_0 - add ¥ ?
beat mlxt‘:lre_z “"T" “"T"
salt salt
=

cider_vinegar

mayonnaise_0 beat_y, mayonnaise
mayonnaise beeat sUgar
salt
sugar_0 beat,
sugar

salt_0
salt

Fig. 6. Relevant “zucchini” subtree identified in bold
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3.2 Formal Concept Analysis

FCA [1I] takes as entry a binary table (such as the one shown in Table [I]) de-
scribing a binary relation between objects (“aubergine 509”, “aubergine 667”...)
and attributes (“add”, “arrange”...), called a formal contezt,. Formally, consid-
ering a formal context K = (O, A, I), where O is a set of objects, A is a set
of attributes, and I C O x A is a binary relation such that (0,a) € I means
that object o owns attribute a, its Galois connection is defined by the following
functions: f : 2° — 24 and ¢ : 24 — 29, where a subset of objects is mapped
to the subset of attributes it owns in common, and reciprocally.Formal concepts
are the O x A pairs that are closed under the Galois connection, creating the
concept lattice £(K).

Each node of a lattice such as the one shown in Fig. [l represents a formal
concept, which is a pair (O, A) where O (the extent) is the set of objects owning
all the attributes in A (the intent) and A is the set of attributes owned by all
the objects in O. The lattice is partially ordered following the inclusion of the
extent. Any concept whose extent is included in the extent of another concept
is drawn below and connected to the latter—which is said to subsume it.

Table 1. The formal context for the query space

add arrange bake beat blend boil break ...
aubergine 509

aubergine 667  x X X
aubergine 981 X

aubergine 1030 X

aubergine 1387 X

zucchini X

Since an ingredient’s mode of preparation is characterized by the culinary
actions applied onto it, the formal context that is generated uses culinary actions
applied to aubergines as attributes, with each aubergine recipe corresponding to
one object. The formal context, which in this case (with a tiny recipe base to
maintain lattice readability) has 15 objects and 55 attributes, will thus look as
in Table [Il with an object corresponding to the zucchini recipe merged along
with the relevant culinary actions. The resulting lattice is shown in Fig. [

Formal concept number 1, called “Top”, is the maximum of the lattice. Its
extent is the set of all objects and its intent is the set of the attributes shared by
all objects (in this case, the empty set). Concept number 58, called “Bottom”, is
the minimum of the lattice. Its intent is the set of all attributes and its extent is
the set of the objects that share all attributes (there again the empty set). From
top to bottom, the concepts are progressively more “specific’, meaning their
extent contains less objects but those share more attributes. Concept number
29 is the most specific one containing zucchini in its extent, so it shows all
attributes of this object. Concept number 16 is said to immediately subsume
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1>

(210> =2 =11> <B> =0= <> <5> <d>) <3= <7>

Wi={shred, add, cut}
¥ E={zucchini}

> — — - - B
- e d
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=db> - ( > 31> —"Tx29> (226>~ (<40 (=39 <28 <42
| —

Fig. 7. The 58-concept query lattice

concept number 29: it is the most specific concept having zucchini as well as
other objects in its extent (in this example there is only one concept immediately
subsuming concept number 29, but there could be more). From a certain point
of view, those objects are the ones that are the most closely related to zucchini,
insofar as they are the ones having the most attributes in common with it.

3.3 Answering Queries in a Lattice

In the fashion of Carpineto [7], lattice-based ranking is used to retrieve an adap-
tation prototype. If one has a recipe with zucchini (say a zucchini coleslaw) and
wants to replace this zucchini with aubergine (because they want an aubergine
coleslaw), a first step will be to find an aubergine prototype that is compati-
ble with the way the zucchini is prepared, possibly including steps specific to
aubergines and excluding steps specific to zucchini. It makes sense to view the
zucchini recipe as a query in the document space of aubergine recipes.

Given the formal concept of which our query is part of the proper or reduced
extent (the “lowest”, or most specific concept in which the query appears), the
candidate answers are selected from the (full) extent of this concept itself, or of
the concepts immediately subsuming it, minus the query object. This heuristic
is different from Carpineto’s (who searches the whole set of subsuming concepts)
because the goal here is to reduce the adaptation effort required, hence minimize
the difference between the query’s and the selected object’s attributes. In this
very case, the recipe that has the least differences between the attributes of the
zucchini z and its replacement aubergine a is:

arg min ‘ (Int(CZ)\Int(Ca)) U (Int(Ca)\Int(CZ))

, ()

where C, and C, are the most specific concepts of a and z, and Int(C) is the
intent of C.
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3.4 The Adaptation Algorithm

All that is left to do to complete the tree adaptation is to obtain the zucchini
and aubergine subtrees using the technique described in Sect. 2.4l remove the
former (keeping parts that are required for the processing of other ingredients),
and merge the latter.

Existing partial-order case-based planning techniques such as [T9T313] could
be reused to integrate the new preparation steps along the rest of the recipe. On
the other hand, not keeping the structure of the selected recipe intact would pre-
vent us from reusing its text as is, forcing us to use natural language generation

aubergine 0] ou | aubergine_ 1] poow | aubergine_ 2 | choy aubergine_3 | a4
aubergine aubergine aubergine aubergine

(a) The aubergine 981 subtree to be attached.

shred

pepper_ 1| ou rixture_0
pepper pepper

mixture_1

mixture_3 mixture_4
pepper pepper
il oil
cider_vinegar |95 ol cider_vinegar | g
mixture_2 sugar Sugar
il salt salt

cider_vinegar
mayonnaise
SR
salt

cider_vinegar_0

cider_vinegar

mayonnaise_0

mayonnaise

sugar_0
sugar

(b) The tree from Fig. Bl with zucchini subtree pruned.

mixture_3 mixture_4

aubergine 0| g | aubergine 1| pollow aubergine_2 chop _ | aubergine_3
aubergine aubergine aubergine aubergine
pepper pepper

= - il oil
pe‘p,per_l cut m;:‘ture‘_ﬂ 3 ; L cider_vinegar |05 ol cider_vinegar |
pepper peppel mayonnaise mayonnaise

sugar sugar
add, Ak lt
mixture_2
oil
cider_vinegar
mayonnaise_0 |—— Sugar
mayonnase salt

salt_0
salt

(c) The final tree after adaptation performed.

Fig. 8. The subtree attachment process
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Cut the aubergines in half lengthwise. With aspoon, hollow out the center
of each half to make a boat like shell about 1/4 inch thick. Finely chop the
aubergine pulp and set it aside. Cut zucchini and red pepper into match-
stick thin strips or shred in food processor; add the chopped aubergine
pulp. set aside. In large bowl, with wire whisk or fork, beat salad oil,
vinegar, mayonnaise, sugar, salt and pepper until mixed. Add vegetables;
gently toss to mix well. [...]

Fig. 9. The original recipe text with removed parts stroke through and added parts
(copied from the retrieved recipe) underlined

techniques and yielding results of poor textual quality, as argued in [12]. More-
over planning requires advanced knowledge of the domain: action pre- and post-
conditions must be known. For instance, a given ingredient may, when heated,
create froth that needs removing. In the absence of such knowledge, grafting
seems a safer approach. A simpler strategy that consists into connecting the
new subtree at only one point in the tree gives results that are satisfactory (as
shown in Fig. B) and allows for easier textual adaptation, at a reduced compu-
tational cost.

We propose an algorithm for text adaptation that is very simple and parallel
to the tree adaptation process. It copies whole sentences of the selected recipe
text as much as possible, causing the resulting text to have a more “natural”
quality than if it has been machine generated. Actions related to zucchini are
removed: if a clause refers to zucchini only it is removed altogether, otherwise
only the word “zucchini” is removed (along possibly with the word “and” or a
comma). Then the text related to aubergine preparation in the selected recipe
is treated in the same way to remove references to all ingredients other than
aubergines. This “aubergine text” is inserted at the beginning of the original
text, except for the clause containing the last verb of the prototype (the one
that causes it to be merged with other ingredients), which is inserted at the
point where those other ingredients have been fully processed. This process is
exemplified in Fig. [@ All that is then left to do is minor grammatical (e.g. verb
agreement) and typographic (e.g. punctuation) adjustments.

4 Discussion and Related Work

The adaptation process gives very satisfactory results when the data mined in
text was of good quality. The linguistic processing of recipes is thus the weak
link. The formal representation of a recipe is usually of high quality if the text
contained no spelling mistakes and no “less usual” phrase structures such as
negations (“do not peel the potatoes before boiling them”) or elaboration (“boil
the potatoes—but peel them first”). Those phenomena could be dealt with, with
more or less success, but would significantly complicate the implementation.
The worst problem though is the bad performance of the part-of-speech tagger
(the module responsible for saying which words are verbs, which are nouuns, etc.),
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given that it has access to only a very small and low quality training corpus.
But such a corpus is expensive to obtain: annotators can only process about
3000 words per hours [16] whereas hundreds of thousands of words are required
to achieve good performance as can be seen in [5]. Because of the reference
problems described in Sect. [Z2] if one action is missed by the analyzer (because
the action verb was not tagged as a verb), it is very likely that many subsequent
actions applied to the same ingredient will be missed.

Circa 10% of the formal representations were actual trees, indicating that
those were near-perfect and totally usable representations. As for the others,
“correctness” is difficult to quantify, but we would say that the analysis is usually
very good for the first few actions (the one we actually use most) and decreases
as it goes on.

Evaluating a case-based reasoning system is generally very difficult, but can
be done through comparisions with other similar systems, which is the very
reason why the CCC workshop was created. Therefore the adaptation algorithms
described in this paper are being implemented in the TAAABLE system to be
evaluated during this year’s edition of the CCC.

FCA has already been used in CBR, for instance in [9] and in [2]. In [9], the
formal context is a representation of the case base (the objects are the cases and
their properties are binary properties of cases). The concept lattice obtained
by FCA structures the case base, and the retrieval process is done thanks to a
hierarchical classification in this lattice. Moreover, the lattice is used to assist
the user query formulation process. By contrast, in our work, FCA is used for
adaptation: the formal context is all about the vocabulary for describing cases
(the ingredients and the actions performed on ingredients). The objective of [2]
is to obtain structured cases from texts, using FCA. The formal context objects
are the texts and its properties are relevant terms of these texts. Contrary to
our problem though, in the reports they use, one document can be understood
as one case. In our case, the boundary is blurred by the presence of multiple
ingredients in any recipe, meaning that not all keywords found in a given text
are relevant for a given adaptation.

Many of the more interesting types of textual and non-textual cases have a
structure similar to recipes: assembly instructions, user’s manuals, pharmaceu-
tical directions for preparation are all examples of “procedural” cases that have
certain “preconditions” that could be lacking and thus in need of adaptation.
We believe that our approach would help solve this problem.

5 Conclusion and Future Work

This paper proposes a solution to adaptation in textual case-based reasoning
systems. It uses natural language processing techniques to build a rich formal
representation of texts, then data mining algorithms and formal concept analysis
to retrieve a text from which some parts are reused.

The formal representation we created is helpful in interesting ways at other
stages of the CBR process besides adaptation. For instance, a function using
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some physical characteristics, such as the size or the texture, of a food compo-
nent in its rightmost state of the prototype sequence could be used to assess the
quality of the adaptation choices, or contribute to the adaptation cost function.
Moreover, the trees could be passed to a learning algorithm to ease the recog-
nition of certain recipe attributes: e.g., the sequence of action—ingredient pairs
that makes a dish a soup could be learned, a knowledge which might prove useful
to the CBR process.

According to the adaptation-guided retrieval principle [18], a source case re-
quiring less adaptation effort should be preferred over the others. In the current
implementation of TAAABLE, this adaptation effort is measured using a penal-
ization cost in the ingredient hierarchy. In the future, we will incorporate a cost
related to the adaptation of the preparation: if & and 8 are two ingredients, the
more prototypes that FCA shows they have in common, the least the adaptation
effort of substituting « with 3 will be.
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Abstract. Increasingly, in our everyday lives, we rely on our ability to
access and understand complex information. Just as the search engine
played a key role in helping people access relevant information, there is
evidence that the next generation of information tools will provide users
with a greater ability to analyse and make sense of large amounts of
raw data. Visualization technologies are set to play an important role
in this regard. However, the current generation of visualization tools are
simply too complex for the typical user. In this paper we describe a novel
application of case-based reasoning techniques to help users visualize
complex datasets. We exploit an online visualization service, ManyEyes,
and explore how case-based representation of datasets including simple
features such as size and content types can produce recommendations to
assist novice users in the selection of appropriate visualization types.

1 Introduction

So called “knowledge workers” are defined by the important role that information
plays in their day to day work-lives. and over the last 10-15 years the Internet
has provided them with a platform for information discovery, collaboration, and
communication. Just as Web search engines have played a vital role when it
comes to helping the typical user to access relevant information online, we are
now witnessing the emergence of a new generation of information tools that
will help users to make more sense of an ever-increasing quantity of raw data.
Visualization technologies are set to play a key role in this regard, buy helping
users to better understand the relationships and messages that are often hidden
within complex data.

Great strides have been made to bring a wide range of visualization options
and tools to the masses. For example, Microsoft’s Excel offers 11 different types of
chart (bar, line, pie etc.) and a total of 73 basic variations on these charts. Apple’s
Numbers spreadsheet is similarly well equipped and even Google’s free Spread-
sheets programme offers access to about 25 different variations of 6 different chart
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types. No doubt readers familiar with the popular TED series (www.ted.com)
will recognise the added-value that high quality visualization techniques can
bring through the inspirational talks of Hans Roslin. In short, visualization
techniques can help us to make sense of complex data and by applying the right
visualization technique to a given dataset can make all the difference when it
comes to helping users to recognise the meaning and message of a given dataset
[T1U109].

Surely then all of this puts powerful visualization capabilities within reach
of the average person? In truth, the answer is a negative one. The problem, of
course, is that the average user is not a visualization expert and producing the
right sort of visualization for a given dataset is far from trivial. How then can
we help the average user to take advantage of what state-of-the-art visualization
techniques have to offer? How can we provide meaningful assistance when it
comes to helping a user to visualize their particular data set so that they too may
access its hidden meaning? In this paper we describe a case-based recommender
system that is designed to suggest visualizations to users, based on key properties
of the dataset that they wish to visualize, by harnessing the past visualization
experiences of other users.

Previous work in the area of visualization recommendation includes research
into articulated task-orientated systems [3], early data-property based systems
[8U6], hybrid task and data based systems, which examine both user intent and
the data at hand [T4[T]. More recent work aims to discover patterns in user be-
haviour in preparation of a dataset in order to predict visualization requirements
[4]. Finally, closest to our work is work by Mackinlay from 2007 [7] where a rule
based approach is taken to visualization recommendation. In that work the char-
acteristics of a dataset including the structure and content determine the type
of recommendation presented. This approach is similar to ours in terms of ex-
amining the dataset. However, rather than relying on the opinion of experts to
determine the rules which are implemented in a non-flexible manner we believe
that the ability to harness past visualization experiences can provide valuable
insight into the visualization design process. This thinking suggests that there is
an ideal opportunity to apply case-based reasoning methods to the visualization
recommendation task. It provides opportunity for novice users to learn from
the creativity of more experienced visualizers by suggesting imaginative ways to
represent their data and also allows the system to increase the type and number
of visualizations on offer without the need for additional rules to be added to a
rule set.

The starting point for this work is a Web based “social” visualization platform
called ManyFEyes that was created by the Visual Communication Lab in IBM
Research’s Collaborative User Experience group [I3/12]. In brief, ManyEyes is
a web-based visualization platform that allows users to upload datasets, choose
from a wide variety of visualizations, and make the results available to oth-
ers. Each “visualization experience” encodes important visualization knowledge
about the decisions taken by a user about how to visually represent a given

! http://www.gapminder.org/
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dataset. These decisions are not explicitly represented within the visualization
structures but rather implicitly encoded according to the decisions taken by the
user when producing a visualization. Thus, each visualization can be viewed
as a concrete case, with features of the dataset providing the case specification
and the resulting visualization configuration providing the case solution. In this
paper we propose that these visualization cases can be reused to support the
visualization of a new dataset, to make suggestions about appropriate visualiza-
tion choices (e.g. visualization types). We describe a variety of recommendation
strategies that explore a number of different ways to represent visualization cases
plus a variety of metrics for assessing case similarity. We go on to evaluate these
different approaches using real-world ManyEyes data to show how even relatively
simple case-based reasoning techniques can inform useful recommendations.

In the next section we review the ManyEyes system, describing the features
that are offered, and summarizing the visualization data that has been made
available for this work. Section [3 describes the details of our recommender sys-
tem, detailing a number of options for retrieving and reusing visualization cases.
Then, in Section F] we describe the results of recent evaluation, based on the
live ManyEyes dataset, which demonstrate the potential for this recommender
system to benefit ManyEyes users, especially casual or novice users. We conclude
the paper with discussions of the analysis and an overview of future work.

2 ManyEyes: A Web-Based Visualization Service

ManyEyes (http://manyeyes.alphaworks.ibm.com) is an online browser based
visualization tool designed not only to make sophisticated visualization easily
accessible to web users, but also explore the potential for visualizations to serve
as social objects that can be shared and that can serve as a focus of discussion
and conversation. As such ManyEyes allows users to freely upload datasets and
make them available to the wider public. It allows these datasets to be visualized
using a variety of techniques (e.g. bar charts, histograms, line graphs, tag clouds,
pie charts etc.); in total, ManyEyes supports 33 different visualization types.
Users can try different visualization options on the same dataset and very often
the same dataset might be visualized in a variety of different ways to reveal
different relationships and concepts. For example, Figure [Il shows an example
chart created from FDA survey data about the average lead content of vitamin
supplementﬂ.

The power of ManyEyes is certainly in the sheer range of visualization options
that are available to end-users and the flexibility that is offered when it comes
to experimenting with, and sharing, different datasets and visualization types.
But this power also brings great challenges. ManyEyes is motivated by the desire
to bring visualization to the masses but to the novice user choosing the right
visualization for the right dataset can be a daunting task, and one that is not

2 http://manyeyes.alphaworks.ibm.com/manyeyes/visualizations/fda-survey-data-
on-lead-in-womens-an
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Fig. 1. An example of a ManyEyes histogram representing FDA survey data on fraction
of lead contained in women’s and children’s vitamins

well supported by ManyEyes, beyond the obvious trial-and-error process that it
supports by default.

2.1 Data Upload

Raw data is uploaded to ManyEyes as freeform text or as tab-delimited files
from popular applications such as Microsoft Excel or Open Office. During upload
ManyEyes analyses the upload data to assign data types (e.g. text, numeric, etc.)
to different dataset fields. In addition, users can add metadata to their datasets
by adding a title, descriptive text, tags, and/or provenance information. In turn,
ManyEyes also assigns information about the uploader’s user-id and upload date
to each uploaded dataset.

2.2 Visualization Creation

ManyEyes supports 6 high-level visualization categories which cover a range of
basic visualization functions to provide access to a total of 33 different visual-
ization options. These basic categories include:

1. Analysing Text - Word tree, phrase net, and tag cloud type visualizations
that are designed for the analysis of textual datasets.

2. Comparing Sets of Values - Visualization formats that are designed to pro-
vide a comparison of different sets of values, for example, bar charts, his-
tograms, and bubble charts.
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3. Ezploring the Relationships among Data Values - Matrix charts, network
diagrams, and scatter plots are used to help users explore the relationships
between values.

4. Visualizing the Parts of a Whole - Pie charts and tree maps allow users to
visualize the parts of a whole.

5. Geographic Visualizations - Map-based visualizations allow users to explore
geographic datasets.

6. Tracking Trends - Line and Stack graphs are used for the visualization of
trending data.

At visualization time, the user must select the visualization type that is most ap-
propriate to their particular dataset and needs. While the designers of ManyEyes
have provided some useful hints and tips about the type of visualization that
might suit a particular dataset, this selection task is non-trivial, and it is one of
the main barriers to entry for novice users. When a user selects a visualization
type from the options provided, ManyEyes automatically generates the visualiza-
tion, from the current dataset, automatically assigning chart parameters where
possible, and asking for user conformation when multiple options exist.

2.3 Sharing and Discovery

One of the original motivations behind ManyEyes is the crowd-sourcing of dif-
ferent visualizations for a given dataset. It is expected that the right set of
visualizations will help to creatively explore the dataset in a way that would
simply not be possible in the context of a traditional solitary visualization sce-
nario. To the creators of ManyEyes, visualization is a creative act, and datasets
and their visualizations, are social objects that provide a focus for sharing and
discussion. As such ManyEyes has been designed to support a variety of social
interactions providing registered users with publicly accessible profile pages, for
example, and supporting the active sharing, discussion and rating of datasets
and their visualizations.

In the context of the “knowledge worker”, the availability of datasets and
associated visualizations provides a rich environment from which non expert vi-
sualizers can learn. Novice or inexperienced users may discover datasets similar
to theirs in order to decide how to effectively uncover the messages contained in
their raw data. ManyEyes provides various methods for browsing and searching
its repository of data and visualization pairs. We believe that case-based reason-
ing techniques could automate the process of discovering suitable visualizations
for contributed datasets. By creating cases which represent simple dataset fea-
tures such as the presence of numeric and textual content as well as the size of
the dataset we aim to capture the expertise demonstrated by expert visualizers
to assist users in selecting the best chart for their data.

2.4 The ManyEyes Dataset

In this work we are interested in supporting the ManyEyes user during the cre-
ative act of visualization itself, ultimately by suggesting useful visualizations to
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users at visualization time. As such we have created a case-based recommender
system that harnesses the past visualization experiences of ManyEyes users as
the basis for recommendation. We see this as a very appropriate and novel use
of case-based reasoning. Visualization experiences are readily available, for ex-
ample, and they implicitly encode complex visualization decisions that are often
made by experienced and creative users. By selecting those experiences that are
best suited for a given visualization task we can bring some of this creativity
and experience to the novice user.

The dataset (case base) used for this work represents approximately 21 months
of usage of ManyEyes from January 2007 and covers 33,656 separate dataset up-
loads, and 23,940 unique visualizations, from 15,888 registered users. It is worth
highlighting that only 43% of uploaded datasets in this repository were success-
fully visualized; in other words more than half of the datasets do not have an
associated visualization associated with it stored in the system, presumably, in
part at least, because of the complexity of the selection task. In turn, about
40% of ManyEyes users who uploaded datasets never went on to create and
store a visualization. This is surely a telling comment on the challenges faced
by ManyEyes users when it comes to choosing and configuring suitable visual-
izations of their data. These are our target users: they are the novices who are
motivated to upload data but for whatever reason did not successfully complete
the visualization of their dataset.

In general there are two basic types of dataset in ManyEyes. Text datasets
are bag-of-word type datasets whereas tabular datasets are the more traditional
column-based datasets, using a mixture of data types. Here we focus on tabular
datasets as they present the largest challenge for generating recommendations.
The visualization of 9881 tabular datasets resulted in 16,848 different visualiza-
tions (1.7 per dataset).

3 A Case-Based Recommender for ManyEyes

The ManyEyes repository of datasets and visualizations is more than a simple
collection of raw datasets and charts. It is a representation of visualization ex-
periences, in the sense that each successful visualization represents a deliberate
visualization attempt by a user, and is the product of a complex set of choices and
decisions. Moreover we can reasonably assume, at least to some extent, that the
user has made a good set of choices (considering information content and aesthet-
ics, for instance) in terms of configuring an appropriate and useful visualization.
Of course this assumption does not always hold up. For example, there is no doubt
that many users create ineffectual visualizations. However, there are mechanisms
available to evaluate the likely quality of a particular visualization effort. For ex-
ample, ManyEyes allows users to rate visualizations. In addition, many datasets
attract multiple visualizations and to the extent that different users experiment
similar visualization settings we might reasonably assume that a given visualiza-
tion approach is a good one; for example if a particular dataset has been visualized
10 times and 8 of these use bar charts in various ways then we can assume that
the bar chart is a reasonable chart type to apply to this dataset.
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In short then, the dataset-visualization combinations in Many-Eyes constitute
a set of visualization experiences that can be represented as cases. To this end we
propose to augment the existing ManyEyes system with a case-based recommen-
dation component. When a new dataset is selected the case-based recommender
first converts the dataset into a suitable set of features, uses these features to
find a set of similar cases from the visualization case base, and then produces a
ranked list of visualization types to suggest to the user. In the following sections
we will summarize the case representation, retrieval, and ranking techniques that
are used by this recommendation system.

3.1 Case Representation

We begin by assuming that each case represents a single dataset and a set of
visualizations. Thus, each case, ¢; is made up of a dataset component, d; and
a visualization component, v1,...v,, as shown in Eq. [l In fact there is also ad-
ditional information that is sometimes available such as the rating associated
with a particular visualization, r;. In case-based reasoning parlance the dataset
component corresponds to the specification part of a case, the visualization com-
ponent corresponds to the solution part of a case, and the rating component can
be viewed as the outcome of the solution. In this paper we will focus on the spec-
ification and solution side of visualizations cases, largely because the ManyEyes
dataset is very sparse when it comes to the availability of ratings data.

C; = {di,vl,....vn} (1)

In this work we are focusing on recommending a set of likely visualization types
to a users when faced with a new dataset. Thus, the representation of the vi-
sualization component is relatively straightforward, each case solution is a set
of visualization types used, chart(vy),....... chart(v,), ordered by decreasing pop-
ularity in the visualizations, vy,...v,, created from d;. Going forward, one can
envisage taking this a step further and reasoning about particular features of
the visualization, such as the axis placement, label usage etc.

Each dataset is characterised by a set of simple features that relate to the
type of data contained in the dataset. Each feature aims to represent the struc-
ture, content or metadata description of the dataset. For tabular datasets we
extract structural features that include the number of textual columns, coliy,
the number of numeric columns, col,um, the number of data points (rows), rows
We compliment these by examining the descriptive features, a bag-of-words tex-
tual description derived from any metadata associated with the dataset, desc
(e.g., column headings, title etc.). In cases where tabular data contains numeric
columns we also extract numeric features that reflect data contained in the nu-
merical columns such whether the column contains all positive, all negative or
mixed values (nuMpos, NUMpeq, MUMmized) such that numpes is the number of
numeric columns containing only positive values, numy.4 is the number of nu-
meric columns containing only negative values and num.nizeq is the number of
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numeric columns with mixed values. In this way each case is represented as a
feature-based dataset and solution as in Eq.

¢ = {coliat, COlpum, rOWS, desc, NUMpos, NUMpeg, NMUMmized, (2)
chart(v;)..., chart(v,)

3.2 Similarity and Retrieval

Given a new target case ¢y (made up of a particular dataset and set of visualiza-
tions) the task of the recommender system is to locate a set of similar cases that
can be used as possible visualization recommendations. We use traditional tried
and tested similarity techniques using the case specifications above. To be spe-
cific, when computing the similarity between cases we use the similarity metric
shown in Eq. Bl which calculates the relative difference between two cases by ex-
amining the differences between each feature colyzs, colyym, rows, desc, numypqs,
NUMnpeg, MUMmized-

The feature differences for all features are determined using Eq. [ except for
the desc feature which uses Eg. [0l In this instance uniform weighting is used.

sim(er, ;) =1— Z wy o distance(cr, ¢, f) (3)
fe{features}

ler(f) — ci(f)|
max(cr(f), ci(f))

ler (desc) N ei(desc)|
maz(cr(desc), c;(desc))

(4)

distance(cr,ci, f) =

(5)

In the evaluation section we will demonstrate that even these simple techniques
work well when it comes to driving high quality recommendations, while at the
same time leaving a number of options open for more sophisticated similarity
techniques as part of future work. Thus, given a target case ¢y we can use the
above similarity techniques to produce a ranked list of n similar cases as the
basis for recommendation.

distance(cr, ¢;,desc) =1 —

3.3 Generating Recommendations

Each of the n cases retrieved will be associated with a set of visualizations. The
same visualization type may occur in more than one case and so we can identify
a set of k different visualization types from these n cases. We need a way to rank
these visualizations so that those that are associated with more similar cases
are preferred over those that are associated with fewer, less similar cases. To
achieve this Eq. [0 scores each of the n visualizations, v;, as the sum of the simi-
larity scores associated with the retrieved parent cases; visualized(v;, c;) =1 if
v; is a chart type used to visualize c¢; and 0 otherwise. The result is a ranked list of
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visualization recommendations, vy, ..., vx in descending order of their aggregate
scores as per Eq.

score(vi, O, €1y ey Cp) = Z sim(cr, ¢;) ® visualized(v;, ¢;) (6)
Vj=1l...n

4 Evaluation

This work is motivated by the fact that less than half (43%) of the datasets
uploaded to ManyEyes have the resulting visualization saved to the system. We
believe that a reasonable number of these “failed visualizations” were due, at
least in part, to the confusion of choice that faced the novice first-time uploader
while an additional proportion were simply not saved to the ManyEyes database
but taken and used by their creators. In this work we implement sophisticated
feature modelling and aimed to improve the visualization rate of ManyEyes by
making proactive suggestions to the user about which visualization technique
might best suit their dataset. In this section we will describe the results of a
recent large-scale, off-line, leave-one-out style evaluation using a live ManyEyes
dataset.

4.1 Set-Up

The core ManyFEyes test-set used in this evaluation covers a total of 14,582 unique
datasets that have been uploaded by thousands of different users. These datasets
have been variously visualized to produce 23,940 distinct visualizations which
are represented as individual visualization cases. The diversity of visualizations
created on ManyEyes is high with the most popular chart type being the Bubble
chart which accounts for 17.2 % of the visualizations. The popularity of each
chart type is detailed in Table [l

Table 1. Popularity of Chart Types

Bubble Chart Bar Chart Map Network Diagram Treemap
17.2% 13.0% 12.8% 10.5% 7.8%
Line Graph  Scatterplot Matrix Chart Pie Chart Tag Cloud
6.5% 6.3% 5.5% 4.2% 4.2%
Stack Graph Stack Graph Block Treemap Word Tree
for Categories Histogram for Comparisons
3.1% 3.1% 2.3% 1.8% 1.0%

In an effort to eliminate low-quality visualizations from this core test-set we
eliminated all those cases which were created by individuals who created only a
single visualization. The motivation here is to remove contributions from very
novice users as they probably do not reflect expertise in the area. This decision
could have eliminated some high-quality visualizations but on average we expect
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the overall quality of the test-set to improve as a result. In the end the test-set of
visualization cases used for this evaluation comprised of almost 10,000 tabular
visualization cases.

For the purpose of evaluating our case-based reasoning approach to visualiza-
tion recommendation we have developed 5 different recommendation strategies,
2 of which represent simple benchmarks (Random and Popular) and the remain-
ing 3 are different flavours of case-based reasoning that rely on different types
of case specification data as the basis for similarity and retrieval. In summary,
these strategies are as follows:

1. Random recommend a set of k random visualizations.

2. Popular recommend the k most popular visualizations in ManyEyes.

3. Structure this CBR strategy uses structural features only (such as the num-
ber of numeric and/or textual columns in a dataset) to produce a ranked-list
of the top k visualizations from a set of n similar cases.

4. Structure+Description this more detailed CBR approach exploits both struc-
tural and descriptive (e.g. term-based information derived from dataset meta-
data and/or column titles) features in its case representation to produce a
ranked list of the top k visualizations from a set of n similar cases.

5. Structure+Numeric Features this alternative CBR approach exploits struc-
tural and content (e.g.information about individual dataset columns such as
whether the contents were positive, negative or mized) features to produce
a ranked list of the top k visualizations from a set of n similar cases.

Our evaluation takes the form of a standard leave-one-out test. For each target
case, ¢y, we use its specification features (whether structural, description or
content) as the basis of a new target dataset and generate a set of k visualizations
using each of the 5 recommendation strategies above.

4.2 Measuring Recommendation Quality

There are many factors to consider, and different possible approaches to take,
when evaluating the quality of a set of recommendations. In this study we look
at two basic quality metrics. First, we consider the accuracy of the k recommen-
dations produced by counting how frequently a given recommendation strategy
produces a recommendation list that contains the most popular visualization
for the dataset contained in the current target case. Many of these datasets will
have been visualized in different ways, using different chart types for example.
Our intuition is that if there is one visualization type that dominates then this is
likely to be the best way to visualize that particular dataset and hence our focus
on looking for these most popular visualization types among our recommenda-
tion lists. So an accuracy of 60% means that the most popular visualization is
present in 60% of the recommendation sets of size k. Of course there are many
alternatives to estimating recommendation accuracy and, for what it is worth,
we have considered alternative measures such as precision and recall across all
visualizations, and the results produce are broadly in agreement with the result
we will present for this particular measure of accuracy.
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Figure Pl clearly supports the use of a CBR recommendation strategy with all
three CBR strategies significantly outperforming the two benchmarks (Popular
and Random) across all values of k. It shows for example, that the Structure
and Structure+ NumericFeatures CBR approaches achieve 42% accuracy with
their first recommendations in comparison to only 6% for both benchmarks. In
other words, when we just focus on a single recommendation we find that the
three CBR techniques suggest the most popular visualization chart almost half
of the time, where as the alternative strategies present this recommendation
in less that 1 in 10 attempts. Indeed the C BR approaches reach an accuracy
level of 70% when k = 3 whereas the benchmark techniques never significantly
benefit from longer recommendation lists. We note that the three CBR tech-
niques perform comparatively well with a very close coupling seen between
the Structure and Structural + NumericFeatures algorithms but with the
Structure + Description algorithm lagging slightly behind. This indicates that
the information contained in the actual data which is being graphed is more
reliable than the user specified associated metadata. Figure [} shows the mean
accuracy over all values of k for each strategy and again highlights the advantage
of the CBR techniques over the benchmarks and the variation between the three
CBR techniques.

The second way we measure recommendation quality is to look for the position
of these most popular visualizations among the recommendation lists: the lower
the position, the better the recommendation list since the best visualization
is appear nearer to the top of the list. Of course using a simple measure of
average position benefits recommendation lists that do not contain the correct
visualization. Thus as an alternative we actually calculate an adjusted position
by assigning a k + 1 penalty to those lists that do not contain a correct (most
popular) visualization. This is a conservative penalty because it assumes that
the correct visualization is actually in position k£ 4 1, which may not be, but it
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serves to at least remove some of the bias associated with a simpler measure of
average position.

The results of the positional analysis of the recommendation techniques are
presented in Figl] & Bl In terms of the average position statistic the CBR recom-
mendation techniques are mixed in comparison to the benchmarks. For example,
we see in Figll the clear difference in performance of the CBR and benchmarks
when the adjustment is made with all of the CBR techniques clearly superior
to the benchmarks across all values of k. Once again we note the similar per-
formance of each of the CBR approaches with only minor positional benefits
observed when k > 5 for the Structure + NumericFeatures approach.
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Fig. 4. Adjusted position
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Fig[Hl charts the mean adjusted positions for each approach across all values
of k and clearly shows the superiority of the CBR approaches once again with
the Structure and Structure + NumericFeatures approaches out performing
the Structural + Description approach.

5 Conclusions

The objective of this work is to help users of a Web-based visualization sys-
tem to produce better visualizations by harnessing visualizations that have been
previously produced for datasets that are similar to their own. This has guided
a case-based reasoning approach to recommendation where we view a dataset-
visualization pair as a source of visualization knowledge. By reusing these visu-
alization cases we can make high-quality recommendations to novice users.

We have described an evaluation that uses real-world visualization experiences
to evaluate a range of different CBR approach, each of which explore the benefits
of increasingly sophisticated case representations in order to drive recommen-
dations. We compare these against two simple benchmarks. Overall the CBR
approaches have been found to outperform the benchmarks, producing more ac-
curate recommendation lists which contain appropriate visualizations nearer to
the top of this list. Interestingly, we have noticed only minor additional bene-
fits are gained from leveraging increasingly sophisticated case representations,
at least in the test-set used in this study. Most likely this is a direct result of the
large volume of visualization cases that are available. We note that no advan-
tage is seen when the meta-data associated with a dataset is included in the case
representation, this could be down to the small amount of data which people
add to their datasets or the generic nature of the metadata. We note marginal
increases in the performance of the CBR approach which examines the numeric
content within each dataset. Examination of the data on across each visualiza-
tion type did show that the Structure + NumericFeatures outperformed the
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simpler Structure approach for datasets which resulted in visualizations which
fall under the category of Tracking Trends in particular when line graphs were
generated. This finding highlights the potential for more advanced case repre-
sentation, possibly combining several other dimensions for comparison as high-
lighted by [7] such as whether the data is increasing or decreasing, the uniformity
of the increase or decrease etc.

We have identified a number of areas where changes could affect the accuracy
of our recommender.

1. Noise and Novice users. In this work we attempted to remove a certain
amount of noise from the dataset by only including visualizations by creators
who have created more than one visualization. We will look more closely at
the users who have remained and their experience with visualization in order
to generate an experience score which can be used to weight visualizations
by their creators experience. This score could encompass data on the raw
number of visualizations created or more intuitively the number of different
visualization types a user has experience with.

2. Ratings & Provenance. ManyEyes maintains rating information and infor-
mation about the creator of the particular visualization. In recent years there
has been new work in the area of provenance [5] and reputation [2] that could
be used to improve the recommendation algorithms by harnessing informa-
tion about the source of a case and the reputation of the creator.

3. Introducing Adaptation. There is considerable scope for adaptation in this
domain since recommending a visualization type is really just one part of a
larger decision support problem. Users will benefit greatly from configuration
support when it comes to actually using a particular visualization. This
includes deciding which fields are associated with which axes, scale settings,
etc. and these all provide opportunities for post-retrieval adaptation.

4. Comparison to other Classification Techniques. In this work we have com-
pared our simple CBR technique to very simple alternative measures. With
work into creating sophisticated CBR representations planned we can also
compare the performance of the CBR method with other classification ap-
proaches such as naive bayes, decision trees or neural networks. We also
plan to compare our technique to a rule based algorithm [7] to determine its
accuracy with its static counterpart.
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Abstract. In this paper we study the topic of CBR systems learning from ob-
servations in which those observations can be represented as stochastic policies.
We describe a general framework which encompasses three steps: (1) it ob-
serves agents performing actions, elicits stochastic policies representing the
agents’ strategies and retains these policies as cases. (2) The agent analyzes the
environment and retrieves a suitable stochastic policy. (3) The agent then exe-
cutes the retrieved stochastic policy, which results in the agent mimicking the
previously observed agent. We implement our framework in a system called
JuKeCB that observes and mimics players playing games. We present the re-
sults of three sets of experiments designed to evaluate our framework. The first
experiment demonstrates that JuKeCB performs well when trained against a va-
riety of fixed strategy opponents. The second experiment demonstrates that
JuKeCB can also, after training, win against an opponent with a dynamic strat-
egy. The final experiment demonstrates that JuKeCB can win against "new"
opponents (i.e. opponents against which JuKeCB is untrained).

Keywords: learning from observation, case capture and reuse, policy.

1 Introduction

Children learn by observing and then mimicking the actions taken by adults or other
children. From this psychological motivation, learning from observation has become
an important and recurrent topic in Al [1]. In a nutshell, an agent observes the actions
performed by another agent while solving a problem and reuses those actions while
solving problems. Case-based reasoning systems can be seen as learning from obser-
vations; cases retain previously observed episodes and are reused when solving new
problems [2].

In the context of agents interacting in adversarial environments, like games, a
number of representations have been studied for CBR systems to encode an agent’s
observations. Table 1 summarizes these representations. We identified four represen-
tations for the case (the representations refer to the “solution” part of the case; this is
the part of the case that is reused to solve new problems). These representations are
listed in order of generality, from the less to the more general (the more general can
represent the less general, but the opposite is not necessarily true): (1) a single ac-
tion/command, (2) a script (i.e., a sequence of commands), (3) a plan (i.e., a sequence

1. Bichindaritz and S. Montani (Eds.): ICCBR 2010, LNAI 6176, pp. 126 2010.
© Springer-Verlag Berlin Heidelberg 2010
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Table 1. Representations used for adversarial CBR

Representation | Description Sample System/Paradigm
action A single action/command SIBL

scripts Sequences of commands CAT

plans Sequences of actions Darmok

policy A map: States > Actions CBRetaliate

of actions) and (4) a policy (i.e., a mapping from state to actions, indicating for each
state s the action that the agent must take). We distinguish between scripts and plans.
The commands in the scripts have no explicit semantics for the CBR system. In con-
trast, the actions in plans have explicit semantics as indicated by the action’s precon-
ditions and effects [3].

Epstein and Shih [4] present an example of a CBR system that uses sequential in-
stance-based learning (SIBL) to decide an agent’s next move in playing bridge; these
actions are captured from previous instances based on the sequence of states visited so
far. Case-based Tactician (CAT) [5] uses scripts to indicate the sequence of com-
mands to execute. CAT records the sequence of commands performed during a game.
Darmok [6] stores plans which are sequences of actions. When reusing these plans, a
dependency graph between the plan’s actions is generated using the action’s precondi-
tions and effects. Plans are captured by observing a human expert who also annotates
the captured plans with applicability conditions. CBRetaliate [7] stores policies indi-
cating the best action to take for a given state."

In all these situations the CBR systems follow a deterministic path; given the cur-
rent state of the game once the CBR system has committed to an ac-
tion/script/plan/policy, the next action/command to be executed is predetermined.
This does not mean that subsequent actions/commands are also predetermined. For
example, CBRetaliate might alter its current policy to improve performance. But after
changing the policy, the next action is once again predetermined. The same holds true
for other CBR systems playing games. For example, Darmok can adapt the current
plan while executing it in the game in a process called on-line adaptation. Still, once
the adaptation ends, the next action to execute is pre-determined by the plan.

In this paper we are interested in extending the representation of the observations
for stochastic policies. A stochastic policy 7 is a mapping: n: State X Actions = Prob-
abilities. For example, an agent might observe multiple games on the same map and
with the same initial conditions, and at the beginning of the game it might observe
players rushing to attack the opponent 30% of the time, building a townhall 50% of
the time and constructing a defensive tower 20% of the time. An observer might be
able to discern the difference in choices made by looking at a complete state. But the
state might not be fully observable. Hence, an observer will not be able to fully under-
stand the difference in the choices, leaving it with the need to represent the observed
actions of the agent as stochastic policies.

! CBRetaliate stores a Q-table. This Q-table yields the greedy policy which is obtained by
selecting for every state the action with the highest Q-value. The greedy policy is the solution
stored in the case and the Q-table is needed for performing adaptation using Q-learning.
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In this paper we study CBR systems learning from observations that can be repre-
sented as stochastic policies. While there are a number of works that combine CBR
and reinforcement learning (RL) using non-stochastic policies (e.g. [7,8,9,10]), to our
knowledge this is the first time a state-action probability-distribution representation is
being used in the context of CBR systems for adversarial environments. Note that our
approach does not perform RL, but is inspired by RL solution representations. This
representation is more general than those discussed in Table 1 and, hence, our work
advances the state of the art. Being able to reason with stochastic policies can have
practical implications for CBR systems learning from observations because frequently
there is no explanation for apparently conflicting decisions observed (e.g., an agent
observing multiple online games from players world-wide). We describe a general
framework which encompasses three steps. The agent: (1) observes agents performing
actions, elicits stochastic policies representing the agents’ strategies and retains these
stochastic policies as cases, (2) analyzes the environment and retrieves a suitable
stochastic policy, and (3) then executes the retrieved stochastic policy, which results
in the agent mimicking the previously observed agents. We implement and evaluate
our framework in a system called JuKeCB that observes and mimics agents playing
games.

2 A Framework for Capturing and Reusing Stochastic Policies

A stochastic policy 7 is a mapping:

7: States X Actions = Probabilities
such that the set of a state’s actions n(s) = { n(s,a) | a € Actions } is a probability
distribution for every state s in States. That is, .5 < actions (S, @) = 1. Our framework
captures and reuses stochastic policies. Reusing a policy means that when the agent
visits a state s the agent selects an action to take based on the probability distribution
n(s). The Algorithm Reuse-StochasticPolicy below implements this.

Reuse-StochasticPolicy(n, G, P, A, t)

Input: n: stochastic policy; G: game engine, P: player we are controlling, A: time to
execute policy; t: time to wait for execution of next action

Output: none

t" € 0;
while not(t’ £ A) do
s € currentState(G)
a € select-Action(s, ) // selects action based on probability distribution 7(s)
execute(P,a) // P executes action a
wait(t)
<t +t
end-while
Capturing a policy means that the agent observes during each episode the states

that are visited and the actions that are taken when those states are visited. Based on
the actions taken for every state s, the agent elicits a probability distribution n(s) for
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each state’s actions. The Algorithm Capture-StochasticPolicy below implements this.
It assumes that no action/state can change more than once in one time unit.

Capture-StochasticPolicy(Actions, States, G, P, A)

Input: Actions: the possible actions that the agent can take; States: possible states that
the agent can visit; G: game engine, P: player we are observing, A: time to
observe

Output: 7: the observed policy

for s € States do
visited(s) € 0 // a counter of how many times s is visited
for a € Actions do
n(s,a) € 0
t&< 0; s € nil; a € nil;
while not(t < A) do
wait(1) // waits one time unit.
s> & currentState(G)
a’ € currentAction(P)
if (a#a’) then
a<a
n(s’,a) € w(s’,a) + 1
if (s #5s’) then
s& s’
visited(s) € visited(s) + 1
n(s,a’) € w(s,a’) + 1
if (@#a’ and s #5s’) then
n(s,a) € m(s,a) — 1 // avoids double-counting
t€t+1
end-while
for s € States do
for a € Actions do
n(s,a) € m(s,a) / visited(s)
return «

3 The JuKeCB Problem-Solving Architecture

We developed our ideas for stochastic policy capture and reuse in the JuKeCB archi-
tecture. The JuKeCB architecture is one that is typical of the CBR problem solving
approach [11]; Fig 1 shows a high-level presentation as it applies to JuKeCB.

Our testbed is DOM, a generic domination game [7] which consists of teams of
bots competing to control specific locations on a map called domination points (dom-
points). The teams earn points over time for each dom-point controlled, and the first
team to reach a specified amount of points wins. A team takes control of a dom-point
when one or more of the team’s bots is close to it without the other team being in the
area for a small period of time. Bots have health points that are lost in dice-roll com-
bat, which is initiated when bots on different teams navigate close to one-another.
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Fig. 1. The JuKeCB architecture

Combat is played to completion (only one team’s bots remain), and slain bots are
respawned. The dice roll is modified so that the odds of reducing the opponent health
points increase with the number of friendly bots in the vicinity. The game then con-
sists of each team trying to hold onto more dom-points than the other team.

Domination games are interesting in that individual deaths have no direct impact
on the final score because kills do not give points and any player killed will respawn
to continue playing. This allows for overall strategy and organization to have a far
larger impact in the final outcome of the game.

Because of the large number of possible game states in DOM, we follow the state
abstraction model of [7] which simply tracks ownership of dom-points, and to which
dom-points bots are sent. This abstraction reduces the number of states to d*", and
the number of actions to (bxf)* where d is the number of domination points, ¢ the
number of teams, and b the number of bots; one is added to the exponent to account
for neutral ownership of dom-points at the beginning of games. We estimate the total
number of possible states in the game to be at least O(2><1034), a function of: (1) the
number of cells in a map of n rows and m columns, (2) the number of bots per team,
(3) the remaining health, O to 10, of each bot, (4) the ownership of each dom-point (5)
a number 0 to 5 for each dom-point, indicating the amount of game ticks since a bot
began to attempt the capture; 0 is no attempt, whereas 5 transfers ownership. So the
number of states is about (n X m)”? x 117" x (++1)? x 6°. In our experiments, n = m =
70, b =3, t =2, and d = 4. Hence, without the abstraction, it would be computation-
ally infeasible to observe a sufficient number of actions in each state to have a repre-
sentative average.

DOM showcases the need to capture and reuse stochastic policies. An agent play-
ing a DOM game may send a bot to a third dom-point in a situation where the agent is
already controlling the two other dom-points. However, later on, in the same situa-
tion, the same agent might decide to send all bots to defend dom-points it owns with-
out sending any bot to the third locations. An observer might be able to discern the
difference in choices made by looking at a complete state. But the state might not be
fully observable, or, even if it is fully observable the number of features could be
extremely large. In the DOM game, the state is partially observable; whereas features
such as the current score and the team owner of a location is fully observable, other
features such as the exact locations of the bots and their current trajectories are not.
Hence, an observer will not be able to fully understand the difference in the choices,
leaving it with the need to represent the observed actions of the agent as stochastic
policies. In the face of this complexity we assume that the agents follow a purely
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stochastic Markov strategy, in which the action to execute only depends on the cur-
rent abstract state. In general, this assumption will not always hold — simple averaging
can fail when an observed policy is a sophisticated one that depends on a longer his-
tory of previous states. However, we empirically found that JuKeCB performs well in
DOM; why an enemy has chosen to use a specific strategy is not as important as what
strategy has been observed in the case base that counters it successfully.

Each game episode is observed in real-time, and segmented into windows of ob-
servation of size A (a pre-determined amount of game-clock cycles). During each A4,
the features characterizing the game state are observed and recorded as the features of
the new case; the policies used by each team during A4 is recorded in the case as the
solution. Details of the case features and solutions are described in Section 4, as well
as the process of retaining cases. Section 5 explains how and when a set of cases simi-
lar to the features of the new case is retrieved, and then details how the solutions in
this set are searched for the solution to be reused. The directly executed solution is
then stored as a new case in the case-base, with features appropriate for the A4 during
which it was applied.

4 Case Capture and Retention through Policy Observation

Previous work on learning policies (e.g. [12], [13]) has demonstrated that state ab-
stractions are essential for quickly learning good policies. Consequently, JuKeCB has
a representation of game states (used for case features) that focuses on the most im-
portant elements for the learning task (namely the ownership of map locations, among
others); as gameplay proceeds through different states, JuKeCB observes for each
team the actions taken by each team member (or “bot”) in these states, and records the
observations as cases. That is, over a period of time 4, JuKeCB observes for each bot
b of team ¢, and for all states visited during 4, that whenever the game is in state s, bot
b takes action a with probability py(a, s). Based on this, the system builds a team
policy ', which formally represents the strategy being followed by each team:

n: V BOT b on team t, V STATE s, V ACTION a, s X @ = pp(s,a)

A team’s policy @' indicates for each game state s what is the probability p(s,a) of a
team member b taking action a in that state. We therefore define a case as a tuple:
((f,5,....£), n, 7% ..., ©™), where:

o (fif5,...,f,) are the features of the case; these abstract the game state

1 e . )
e ', n% ..., n™ are the team policies for team 1, 2, ..., m respectively

In our current testbed, we have two teams (so m = 2). The case features we use are:
(1) the number of domination points, (2) the number of bots in each team, (3) the
Manhattan distance between all domination points taking walls into consideration, (4)
the percentage of time that a team held each domination point, and (5) the point dif-
ference observed between winning and losing policies. The elements which define a
policy, the case solution, are the following: (1) the percentage of moves in which a
given bot went to a given domination point, (2) the percentage of moves in which a
given bot went to a domination point not currently owned by its team, and (3) the
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percentage of moves in which a given bot went to the closest domination point. Thus
a case represents a pair of stochastic policies for a single, abstracted game state.

Case Retention. Over the course of a game (JuKeCB can simultaneously play and
observe; for the empirical evaluation, we do not exploit this ability) all observed cases
are stored into a temporary file. When the game is over a filtering process takes place
to ensure that no redundant cases are added. The filtering process goes through each
new case one at a time and compares it to all cases currently stored in the case base.
A new case c is added unless there is an existing case with at least 95% similar to c.
If the most similar case is over 95% similar, the filtering system will then look at the
Delta-score field in the two cases. If the new case has a higher Delta-score, it will
replace the existing case otherwise the new case is discarded. In our experiments,
JuKeCB did not suffer from dimensionality problems related to the representation of
game states, and had roughly 175 cases after full training (when observing, cases are
saved every 500 turns and games last about 50,000 turns).

5 Case Retrieval and Reuse

When JuKeCB is playing the game, the case retrieval process follows a 2-step re-
trieval process. The first step happens once before the start of the game; all cases that
do not apply to the current map, as determined by the maps features, are removed
from consideration. In the second step JuKeCB compares the observed game state to
all remaining cases and choose the most similar one, provided that it is at least as
similar as some predefined threshold. If no such a case is found, JuKeCB uses a de-
fault case, which implements an equiprobable policy (one in which all actions are
equally likely to be taken).

When computing the similarity of two cases, we compute both the similarity of
their features and of their stochastic policies. The similarity of features is computed
by aggregating local similarities. Given two vectors of features <X> and <Y>, the
aggregated similarity metric is defined in the usual way:

SIMEgatures(Xi.n Y1.0) = 04Sim (X, Y1) + ... + 04,simy (X, Yy)

The sum of the vector weights, o + ... + 0, adds to 1. As a result, SIMggarures()
returns a value between 0.0 and 1.0 (1.0 being most similar). The most interesting
local similarity we compute is that of location ownership; to do so, the percentage of
time (ratio) that each team owned a map location is compared.

When computing the similarity of the polices, we compare a policy of the observed
case with the losing policy of a case in the case base. Similarity of case solutions is
computed according to the following formula:

SIMioy (', 12 = D) (agq X Sim(he, 750))
SeES acA
Thus, the similarity of two policies is a comparison between the frequency that action
a was taken by each team in state s (1" , is this frequency), for all states and actions.
The retrieval comparison SIM(C;,C,) of a case C, to the case representing the cur-
rent situation, Cy, is expressed as the following weighted sum (Olo; + Olgeature = 1):

OsoiSIM o1 policy(Cy), policy(C,) ) + OearureSIMppaturES( features(C,), features(C,) )
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Case Reuse. The strategy JuKeCB uses during gameplay is to follow the retrieved
winning policy according to its probability distribution as explained in Section 4. That
is, while the retrieved stochastic policy 7 is being executed, the selection of the next
action is governed according to © by the percentage of moves in which a given bot (1)
went to a given domination point, (2) went to a domination point not currently owned
by its team, and (3) went to the closest domination point. The probability distribution
n’ recreated during case reuse is an approximation of the strategy m used by the win-
ning team. Retrieval occurs every 525 turns (games are about 50,000 turns).

6 Empirical Evaluation

We tested the effectiveness of the JuKeCB system in the Dom game. JuKeCB ob-
serves and play games against a number of teams and build up a case base of the
strategies it observes and captures. Over several experiments the JuKeCB system was
tested in such a way to help determine its strengths and weaknesses.

6.1 Setup

In this section, we present the teams that JuKeCB observed, outline the training pro-
cedure for the three experiments we conducted, and the parameters used in each. In
order to test JuKeCB, teams were created for it to observe and to play against. Each
of these teams has a fixed gameplay strategy. Table 1 summarizes each of the fixed
strategies.

The training set is slightly different for each experiment but the overall idea remains
the same. In order for JuKeCB to be trained to win against a certain opponent, it must
observe or by chance play a strategy which wins while the said opponent is playing.
For example, if GreedyDistanceTeam plays against DomOneHuggerTeam and does
well against it then JuKeCB will have received training against DomOneHuggerTeam.
A full training set is one where JuKeCB observes each of the fixed strategy teams
playing against every other. Ideally, after that training set JuKeCB will be able to play
against any of the fixed strategy teams. For each of the tests run in the following ex-
periments the following game variables were used: 2 teams per game, 3 bots per team,
4 domination points per map, games were until the sum of both team scores is 50,000,
and each set was played 5 times (all graphs plot the mean of the set).

6.2 Experiment #1: JuKeCB vs. Fixed Teams

When JuKeCB observes a pair of teams competing against one another, then,
assuming that it has observed no other teams before, it is intuitively clear that it
should perform well if it plays immediately afterwards against the losing team.
However, as it sees more and more teams and the case library grows, it is conceivable
that JuKeCB’s performance may degrade. The main reason is that JuKeCB is not told
against whom it is playing and, hence, it needs to recognize the opponent’s strategy
and the situation as one similar to one encountered before. As more teams and
situations are observed, conflicts may arise in the detection of the “right” opponent.
We hypothesize that this will not happen. More precisely we hypothesize that the
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Table 1. The fixed strategy teams

Team Name Static Policy

DomOneHuggerTeam Sends each of its bots to Domination Point one.
(Bot Destination = DomPoint 1)

FirstHalfOfDomPointsTeam Sends bots to the first half of the Domination
Points. If it has bots remaining, they patrol
between the first half of the Domination Points.
(Bot Destination < #Points/2)
SecondHalfOfDomPointsTeam Sends bots to the second half of the Domination

Points. If it has bots remaining, they patrol
between the second half of the Domination Points.
(Bot Destination < #Points/2)

GreedyDistanceTeam Sends bots to the closest unowned Domination
Point; if all are owned, goes to a random one. (Bot
Destination = Closest Unowned)

Smart OpportunisticTeam Sends one bot to every unowned Domination Point
(without repeating). If not enough unowned
Points, it sends multiple to the same point. (Bot
Destination = Different Unowned)
EachBotToOneDomTeam Sends each of its bots to a separate Domination

Point until all Domination Points are accounted
for. If it has additional bots remaining, it loops.
(Bot Destination = A specific Point)

performance of JuKeCB improves as it observes more teams. For this experiment,
JuKeCB will be watching and playing games against the fixed strategy teams.

The training set and testing set for this experiment is intertwined. JuKeCB team
will play against every fixed strategy team in the training set before, after and during
training. The following illustrates the order in which games are played:

Test:  JuKeCB plays Opponentl
Train: JuKeCB watches Opponentl play Opponentl
Test:  JuKeCB plays Opponentl
Train: JuKeCB watches Opponentl play Opponent2
Test:  JuKeCB plays Opponent2

This continues until JuKeCB has played against every opponent under all possible
training conditions.

On a map with four domination points JuKeCBTeam was able to beat almost every
fixed policy team with relative ease. Its performance increase was measured by
observing the score difference in the pre-training and post-training games. JuKeCB-
Team only fails to beat one team, SmartOpportunisticTeam. It still increases in per-
formance considerably after having trained, however it is not enough to win. Without
further training, JuKeCB is unable to counter the strategy that SmartOpportunistic-
Team is able to employ. For illustration purposes, Fig 2 shows the mean score of a
five game set between GreedyDistanceTeam and JuKeCBTeam. The left graph
shows the results of a JuKeCBTeam which had not yet trained against GreedyDistan-
ceTeam. In this game, GreedyDistanceTeam beat JuKeCBTeam by approximately
ten thousand points. After having completed the training set, JuKeCBTeam was able
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to win by about three thousand points as seen in Fig 2 right. The difference displayed
in both graphs is statistically significant (TTest scores: 99%). These results are typical
for most of the other games ran. We repeated the experiments on a second map and
the results were consistent with these results.

These results are consistent with our hypothesis that as JuKeCB sees more oppo-
nents, its performance increases. In this experiment, JuKeCB plays against every
team with either an empty case base or one that is not very helpful for the match at
hand. During its first match against any team, it is forced to attempt to compare it to
fairly dissimilar cases or possibly to no case at all. It must use the ineffective default
equiprobable policy. As such, against most teams JuKeCB fails to perform well.
However once JuKeCB has been able to watch even just a few games involving the
strategies that its enemy is employing its performance increases very quickly. The
more cases that JuKeCB has at its disposal the better it performs.

In order to better assess our hypothesis, we tested Retaliate [13], a reinforcement
learning agent, and CBRetaliate [7], an extension to Retaliate that uses CBR. Both
were trained with the same sets as JuKeCB. Fig 3 shows how Retaliate (left) and
CBRetaliate (right) performed after training and under the same game conditions
(Number of turns in the game, number of domination points and number of bots). The
abstract model makes the game look deceivingly simple but beating some of the hard-
coded opponents are difficult for Al agents; the Q-learning agent Retaliate and its
case-based extension were beaten by the hard-coded opponent Greedy (Fig 3). In [14]
an HTN planning agent was also beaten soundly by Greedy and the reactive planning
approach showcased in that paper barely ties with Greedy. Given this evidence, it is
remarkable how well JuKeCB did (Fig 2, right).

10y GreedyDistanceTeam vs JuKeCB (Untrained) _ GreedyDistanceTeam vs JuKeCB (Trained)

= = Greedy ' = = Greedy
—— JuKeCB

— JuKeCB

Game Score (Points)
Game Score (Points)

e '(fu.r T _G_a;nETlmE{Turns}

Fig. 2. Results (left) before and (right) after training versus GreedyDistanceTeam

RetaliateTeam vs GreedyDistanceTeam (Trained) CBRetaliate vs GreedyDistance (Trained)
25000

—Retaliate ; ——CBRetaliate
- Greedy -

= = Greedy

Game Score (Points)
Game Score (Points)

Game Time (Turns)

Fig. 3. Performance of Retaliate (left) and CBRetaliate (right), both after training, versus Gree-
dyDistanceTeam
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Retaliate and CBRetaliate were clearly beaten in this short game. Retaliate excels
at learning another team’s strategy, however it requires a lot of game time to fully
adapt to its opponent. It is much more effective at long games where its algorithm has
more time to work. In this short game (50,000 turns) Retaliate does not have ade-
quate time to learn to adapt to its opponent. CBRetaliate performed better since it can
jumpstart the RL process but still was beaten.

JuKeCBTeam is not without flaws however. As the game becomes more com-
plex, such as the games run on a map with more than four domination points, the case
base becomes more complicated. There are more features which need to be taken into
consideration and the amount of possible cases goes up considerably. This seems to
be the main reason that JuKeCBTeam cannot beat SmartOpportunisticTeam. Since
SmartOpportunisticTeam has a fairly sophisticated fixed strategy, it takes quite a few
set of cases to fully define all strategies that it might employ, especially in larger
maps. On the whole this experiment was a success for JuKeCBTeam. It not only
showed that the underlying hypothesis was correct, but also that under certain condi-
tions it is able to outperform reinforcement learning techniques.

6.3 Experiment #2: JuKeCB vs. DynamicTeam

In the previous experiment, JuKeCB performs well against different fixed strategy
teams. Now we want to test JuKeCB versus a team that has a dynamic strategy. For
this purpose we built DynamicTeam, which changes its strategy as follows:

e  First 1/3 of game: DynamicTeam employs FirstHalfOfDomPoints Strategy
e Second 1/3 of game: DynamicTeam employs EachBotToOneDom Strategy
e Final 1/3 of game: DynamicTeam employs Greedy Strategy

Our hypothesis is that JuKeCB will quickly adapt to the changes in strategy and will
continue to win by exploiting the weaknesses of each fixed strategy employed by
DynamicTeam. The JuKeCB agent first plays DynamicTeam completely untrained,
and slowly trains and re-plays DynamicTeam until it finally plays is with a fully
trained case base.

The results were as follows: during its first match against DynamicTeam,
JuKeCB handles well the first and second stage, consistently keeping a higher score
than DynamicTeam. Once the Greedy strategy begins, DynamicTeam begins to pull
away and eventually wins by a large margin (Fig 4, left). In the graph of the final
game, JuKeCB outperforms DynamicTeam in all 3 stages (Fig 4, right).

DynamicTeam vs JuKeCB (Untrained) 25000 DynamicTeamvs IUKB_CB (Trained)

- = DynamicTeam
—— JukeCB

[= = Dynamicteany
| = JuKeCH

Game Score (Points)
\
|
|
|
Game Score (Points)

SEHEE3RRIEEERASAEE

Game Time (Turns) Game Time (Turns)

Fig. 4. Results (left) before and (right) after training versus DynamicTeam
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From these two graphs we observe the occurrence of learning and adaptation. Dur-
ing the first match, JuKeCB performs well against DynamicTeam's first two strate-
gies. This is expected, as the teams are static and JuKeCB can easily exploit weak-
nesses in their strategies. However, upon playing Greedy in the third round, JuKeCB
performs poorly and ends up losing. Greedy is more dynamic and thus a more chal-
lenging opponent for JuKeCB to play for the first time. As the experiment continues
and JuKeCB plays and observes more and more games, it begins to perform better;
the gap between our score and DynamicTeams' score widens and becomes more dra-
matic over time. It quickly begins to win over DynamicTeam's first two strategies,
and gradually performs better against DynamicTeams third strategy, Greedy. On the
final match with DynamicTeam, JuKeCB clearly performs better against all three
phases of the DynamicTeam, and wins by a very large margin. This result is statisti-
cally significant (TTest score: 99%).

Perhaps the most intriguing point made by the graphs is the quick adaptability of
JuKeCB. The score lines form angles at ~350 and ~650 for both teams. This means
that when DynamicTeam changed its strategy, JuKeCB immediately adapted and
began to exploit the new opponent’s weaknesses without delay. Not only has JuKeCB
yet again proven its effectiveness as a learning agent, but it has also showcased its
ability to adapt to any strategy no matter how quickly it is presented and/or changed.

6.4 Experiment #3: JuKeCB vs. Untrained Team

A trained JuKeCB team performs well against fixed strategy teams after observing
them play and it doesn’t perform well against them when it has not seen them. How-
ever, these experiments do not tell us how JuKeCB's ability to play against teams it
has never seen before after it has observed with a large variety of other teams. We
designed an experiment in which one of the team is hidden (i.e., it does not appear in
the training set) and then play versus that opponent after it has trained with the full
training set. For this experiment we selected Greedy because it’s the hardest opponent
that JuKeCB is able to beat after seen it. Our hypothesis is that JuKeCB will have a
good performance versus Greedy after been subject to a large training set and despite
not having been trained with Greedy itself before. Fig 5 shows the average score of
the match of JuKeCB against Greedy team after it has been trained with all opponents
except Greedy itself. JuKeCB's outperforms Greedy at around 130 turns and contin-
ues to widen as the game progresses. This is evidence that while JuKeCB has never
seen this hidden team, it has recognized a similar situation in which a strategy per-
forms better than the hidden team's (Greedy's) general policy.

This experiment illustrates what is perhaps one the most notable properties of
JuKeCBR specifically, and one that has observed with other CBR systems: their ca-
pability to generalize from the concrete instances it lazily trains from by means of
exploiting similarity metrics and adaptation; in our work the concrete instances are
stochastic policies. JuKeCB didn't simply mimic Greedy FixedPolicy team, nor did it
guess until something worked (as a reinforcement learner would do). Instead, it
looked over its case base (developed during training) and looked for previous cases
that looked similar to this new team's strategy. Upon finding a good one, JuKeCB
immediately uses the Case(s) and updates current ones. In other words, once JuKeCB
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Fig. 5. Average score of JuKeCB against Greedy team after training

finds a good case against this hidden team, it keeps pushing these weaknesses until
they can no longer be exploited or it reaches victory.

Fig 6 combines JuKeCB’s performances against the Greedy team. The 3 sloping
lines represent JuKeCB’s score against Greedy for that training set (untrained, hidden,
and fully trained). For each of JuKeCB’s lines, Greedy Team has a corresponding
line in the form of y={MAX_SCORE} representing Greedy’s final score against
JuKeCB for that training set. Greedy outperforms the untrained JuKeCB agent. Upon
training against all teams, including Greedy, JuKeCB performs much better than
Greedy, and performs slightly better after a full training set in which it finally has
seen Greedy Team play.

7 Related Work

We have discussed some related works in the introduction. Aside from those, our
work is related to case-based planning [15]. Case-based planning (CBP) stores and
reuse plans for solving new problems. These work frequently assume a complete
domain theory is known, and hence the applicability conditions of each action in the
plan can be evaluated in the current situation to determine apriori (i.e., deterministi-
cally) if it can be executed. Even CBP works that does not make the assumption about
a complete domain theory (e..g., CHEF [16]) rely on the outcome of the action been
deterministic. For example, CHEF knows apriori that changing one ingredient for
another one “works”.

Reinforcement learning systems using techniques such as Q-learning (e.g., Retali-
ate [13]), can be modified to produce a stochastic policy because the underlying rein-
forcement learning (RL) theory is amenable to stochastic policies [12]. We do not aim
at learning by trial-and-error as in RL. In fact, in our experiments JuKeCB learns
stochastic policies by observing others play. Unlike RL, adapting to an opponent is
not done by trying to adjust the policy but instead by reusing a different policy when
the game is not going as expected. In existing approaches combining CBR and RL
[8], the policies stored represent state-action values (which reflect anticipated future
rewards of taking those actions) rather than observed state-action probability distribu-
tions as in our case.
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Experimental Progressions vs Greedy Fixed Policy Team
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Fig. 6. Combining JuKeCB’s performances against the Greedy team

8 Conclusions

We described a general framework for observing, capturing, and reusing stochastic
policies. Stochastic policies are a natural representation artifact for situations in which
a learning system observes an agent taking different actions when reaching the same
state and the reasons behind those choices cannot be discerned. We implemented this
framework in JuKeCB, a CBR system that imitates the stochastic policies it has ob-
served in the context of a domination-style game. The efficacy of the approach was
tested in three experiments. The first demonstrated that, after observing the play of
teams that use a fixed strategy, JuKeCB is able to beat most of them. The second
showed that, after training, JuKeCB can beat a team that changed its strategy during
the same episode. The final experiment shows JuKeCB can be successful even against
opponents it has never observed.

In our experiments we noted that as the number of cases stored in the case base in-
creases significantly, the reduction in speed at which JuKeCBTeam updates its own
strategy became more noticeable. Since many teams change their strategies very
quickly, JuKeCBTeam must update its strategy often. Scanning through the entire
case base every time a strategy change is needed can become quite costly. In the near
future we will explore techniques for case base maintenance to reduce the retrieval
cost of scanning the case base. For other future work, we will extend our analysis in
more quantitative directions, including an analysis of different approaches to compute
similarity measures between stochastic policies, such as probabilistic inference.
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Abstract. The utility problem occurs when the performance of learn-
ing systems degrade instead of improve when additional knowledge is
added. In lazy learners this degradation is seen as the increasing time
it takes to search through this additional knowledge, which for a suffi-
ciently large case base will eventually outweigh any gains from having
added the knowledge. The two primary approaches to handling the util-
ity problem are through efficient indexing and by reducing the number
of cases during case base maintenance. We show that for many types of
practical case based reasoning systems, the encountered case base sizes
do not cause retrieval efficiency to degrade to the extent that it becomes
a problem. We also show how complicated case base maintenance solu-
tions intended to address the utility problem can actually decrease the
combined system efficiency.

1 Introduction

A concern for case-based reasoning (CBR) systems that are deployed and will
keep running for many years is how the system will change over time. The capa-
bility for learning is an important aspect of many such systems, but by its very
nature the act of learning will change the system from its current state to some-
thing that is partially unknown. There will normally be a desirable improvement
from learning, but its effects may also include unwanted changes.

One of these changes is that as the system’s knowledge increases, the space
needed to store the knowledge and the time it takes to process it also increases.
The storage space and time taken to process the knowledge will increase without
bounds, and eventually go far beyond the space and time taken by the original
system.

Because of this behavior, there will always be some theoretical point where
the total performance of the system is degraded by adding additional knowledge.
Many different methods have been suggested to address this problem, which is
often included under the wider umbrella of case base maintenance.

The maintenance methods used to address this problem can be split in two:
maintaining the case base indexes, and maintaining the case base contents.

I. Bichindaritz and S. Montani (Eds.): ICCBR 2010, LNAI 6176, pp. 141 2010.
© Springer-Verlag Berlin Heidelberg 2010
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Indexing methods work by quickly identifying the relevant parts of the knowl-
edge base, which can allow a system to examine only a small fraction of its
available knowledge.

Methods for maintaining case base contents aim to reduce the size of the
system’s case base, making it both faster to examine since there is less knowledge,
and reducing the storage space needed to store the data.

The wutility problem in learning systems occurs when knowledge learned in an
attempt to improve a system’s performance degrades it instead [I7I3]. This is
most common in speed-up learning systems, where the system’s knowledge is
used to reduce the amount of reasoning required to solve a problem.

For pure speed-up learners it is assumed that there is already a slower method
available for finding an acceptable solution to the problem. From a simplified per-
spective, cases in a CBR system may be viewed as a form of speed-up knowledge,
where storing, retrieving, and adapting cases provides for more efficient problem
solving than first-principles or model-based methods [I5/9]. The goal is to pro-
duce acceptable results more quickly, and hence the time taken to perform the
system’s reasoning is of primary concern.

Case-based reasoning is also known as a lazy approach to learning and problem
solving. The very essence of lazy learning is that choices regarding the solution
of a problem will be postponed as long as possible, until the problem query is
posed and as much information as possible is available.

Building index structures and deleting cases from the case base are both eager
methods, and hence somewhat counter-intuitive to the CBR idea. Indexing and
deletion reduce the amount of knowledge available, without knowing whether
that information could have been useful for solving a future problem. Hence,
indexing and deletion methods should only be used when they are really needed.
In the work reported here we explore the hypothesis that for a wide range of CBR
application systems, addressing real world problems, they may not be needed.

This work is situated within our research on a new architecture for meta-level
reasoning and introspective learning [I0]. A less eager approach to indexing and
case deletion, if feasible, will allow more freedom to the meta-level reasoner.

This paper examines the utility problem in CBR as it applies to most of the
CBR systems we have built and are building today, with case bases of reasonable
sizes. Based on existing literature and several example utility models for case-
based reasoners, we show that neither indexing nor case deletion policies are
necessary for a wide range of CBR systems, and in fact can be detrimental to a
CBR system’s overall goal.

In section 2 the background of the utility problem is summarized, and some
earlier research results relevant to our work is discussed. This is followed in
section 3 by an analysis of the utility concept and a comparison of three different
speed-up learner scenarios. Section 4 discusses the use of indexing strategies for
speeding up retrieval. Section 5 discusses the benefit of limiting case base size and
shows how the cost of advanced maintenance methods may negate the benefits
of a reduced case base through an illustrative experiment. Concluding remarks
end the paper.
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2 Background and Related Research

A substantial amount of research has addressed the utility problem in CBR
[19/13] Over the past few years there has been a broad range of research ad-
dressing specific issues of case deletion, addition and efficient indexing [20/25]2].
Wilson and Leake [I4] present a thorough examination of the dimensions of
maintenance strategies and a survey of maintenance research in terms of those
dimensions.

The utility problem is also referred to as the “swamping problem”. In their
seminal paper on the utility problem in CBR, however, Francis and Ram [9] refer
to swamping as one of three types of utility problems in CBR. Swamping is the
phenomenon that a single unit of knowledge added to the knowledge base - i.e.
a case added to the case base - improves problem solving speed at the individual
level, because a more similar case to a query may be found, while the performance
over the knowledge base as a whole is degraded due to increased retrieval and
matching overhead. Swamping is also referred to as the “core” utility problem,
which is probably why the two have become synonyms. The other types of utility
problems listed are the “expensive chunks problem” and the “search-space utility
problem”. The first refers to the problem of performance degradation at the level
of individual knowledge units, because of the matching cost of a single unit (a
macro operator, for example). The second refers to degradation due to increased
complexity of search control knowledge, of particular relevance to the learning of
meta-level knowledge. Although all three have relevance for CBR systems, the
focus in this paper is on the swamping problem.

The processing power available for modern CPUs continues to increase,
continually reducing the problems associated with large amounts of data, and
allowing large case bases to be handled which would have been considered im-
possible for a reasonable budget 10 years ago. However, this is typically only
true for polynomial-time algorithms, and especially for algorithms that run in
(sub-)linear time. Other algorithms that have an exponential running time are
unlikely to ever be practical for large inputs, such as many graph-matching algo-
rithms. This means that the “expensive chunks problem” is unlikely to be greatly
affected simply by advances in computer hardware, since they are NP-hard in
the worst case [23]. On the other hand these advances affect the degradations
experienced due to the swamping problem, since algorithms for searching the
knowledge base are typically either O(N) or O(log N).

The main cause of the swamping problem is that retrieval time will increase
with a growing case base while adaptation time will decrease. The latter is due to
a smaller distance between a query case and the best matching case on average.
As the case base grows retrieval time is likely to dominate, however, which leads
to a logarithmic or higher increase in processing time. For a speed-up learner this
increase may negate the efficiency gains during adaptation and eventually even
cause the system to be slower than the underlying “slow” solver. The speed
increase has been reported as being substantial in some systems where this
logarithmic increase has no significance, for example a thousand-fold increase
in CASEY [I2]. Other machine learning systems have reported more modest
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figures, such as a factor up to six in SOAR and ten in PRODIGY/EBL [9].
Systems with these speed-up figures that are left running and collecting expe-
rience for a long time will gradually slow down, and eventually be slower than
the unassisted “slow” solver [9].

The trade-off is perhaps most clearly illustrated and explored for some types
of control rule learning (CRL) systems, where every individual control rule is
guaranteed to have a positive utility (improve performance) but, in concert, also
have a negative utility (degrade performance) [9/17].

Francis and Ram [8] describe a framework for modeling CRL and CBR sys-
tems, and for analyzing the utility problem for these reasoning models. The
authors identified that the retrieval costs for CBR increase without bound, and
that in the limit, CBR systems will get swamped and the cost of retrieval will
outweigh the benefits of case adaptation. The authors conclude that CBR is nev-
ertheless relatively resistant to the utility problem, compared to CRL systems,
because the cases have the potential to greatly reduce the amount of problem
solving needed, and that the cost of retrieval is amortized across many adapta-
tion steps.

Smyth and Cunningham [I9] examine the utility problem in CBR through
experimenting with a path finding system that combines Dijkstra’s algorithm
with CBR for speed-up. They show how case-base size, coverage and solution
quality affect the utility. The authors find that varying these characteristics
significantly alters how the system responds to different case base sizes. This
indicates that the need for case deletion and indexing is strongly related to
requirements for solution quality and retrieval time. We will discuss this issue
later in the paper.

A proposed policy for case deletion with minimal effects on case base compe-
tence was presented by Smyth and Keane [20]. A footprint-driven method that
also accounted for utility gave the best test results. An alternative method was
proposed by Zhu and Yang [25] with the emphasis on careful addition of new
cases rather than on deleting old ones. Their method performed better than the
footprint deletion method, under some conditions.

A deliberate case addition process may be viewed as a form of case deletion
as well (i.e. by not adding cases that might otherwise have ended up in the case
base). From the perspective of more or less eager case base maintenance methods,
assuming an existing case base and only incremental updates, a considerate case
addition policy will generally be a more lazy approach than a deletion approach.
An even lazier approach is of course to keep all the cases, and rely on the retrieval
and adaptation methods to do the “deletion” on the fly.

One solution to the indexing problem is to apply suitable methods for refining
indexing features and matching weights. Jarmulak et al. [II] use genetic algo-
rithms to refine indexing features and matching weights. Another approach is to
view this problem from a meta level perspective, and use introspective learning
techniques to handle the refinement of indexes, triggered by retrieval failures
[74].
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We are developing an introspective architecture for lazy meta-level reasoning
characterized by creating and combining multiple components to perform the
system’s reasoning processes [10]. Each component represents part of a reasoning
method and its parameters using a uniform interface, which can be used and
modified by the meta-level reasoner. This will enable selecting which reasoning
methods to use after a description of the problem to be solved is known.

Although it is known that laziness and indexing strategies impact each other
[1], we have not come across work which expressly views indexing also from a
maximally lazy perspective. This means to avoid building such indexes at all for
the purposes of improving search efficiency, as a way to avoid committing to eager
indexing decisions. Indexes may still be built, but in order to improve matching
quality only. A typical example is a structure of abstract indexes, which interpret
lower-level data in the input cases in order to achieve an improved understanding
of the case information and hence more accurate solutions.

Watson [24] discusses case base maintenance for Cool Air, a commercially
fielded CBR system that provides support for HVAC engineers. The system re-
trieves cases for similar previous installations, and Watson explains the case-base
maintenance required for the system, most notably the removal of redundant
cases from a rapidly growing case base. By the nature of the application do-
main, installing the system in different locations means that the same product
will operate under several similar conditions, and result in very similar cases
being created. In their client-server design the server selects a small set of cases
to be sent to the client, and the client then uses the engineers’ custom-tailored
similarity measure to rank them. The problem with this design is that many
redundant cases are sent to the client, and it was decided to remove the redun-
dant cases from the case base. Although primarily motivated by other purposes
than the utility problem, this type of case redundancy avoidance in client-server
architectures seems to be generally useful.

3 Describing and Analyzing Utility

In general, the utility of a reasoning system can be expressed as the benefit it
brings, minus the costs associated with the system. The benefits are typically
achieved over time while the system is in operation, while a large part of the
costs of the system are up-front, such as gathering expert knowledge, developing
the system and integrating it with the organization that will be using it. Another
large source of costs is the continued maintenance of the system, which is often
overlooked but should be included when the system is initially planned [24].

The benefit of a generated solution can be measured as its usefulness for
addressing the task at hand, which is primarily characterized by the solution
accuracy and solution time. When considered in this manner, the time taken
to solve a problem can be naturally expressed as a lessened benefit. Then the
direct costs associated with the problem solving are related to the resources
spent computing them, which are very small for typical systems.



146 T.G. Houeland and A. Aamodt

For clarity, we define our use of the terms as follows:

General System Utility: GSU The combined benefit of the reasoning sys-
tem, minus the associated costs. This consists of the solution usefulness for
the solutions generated by the system, the usability of the system for human
operators, and the costs associated with developing, running and maintain-
ing the system.

Solution Usefulness: SU The benefit of a generated solution, estimated as a
function of solution accuracy, solution time and resource costs, not including
human factors.

Solution Accuracy: SA The accuracy of a generated solution, which depends
on both the case base and the methods used by the system.

Solution Time: ST The time it takes the system to solve a problem.

Resource Cost: RC The cost of solving a problem. This is primarily the time
spent operating the systems, but also includes hardware costs that can po-
tentially be significant for long computations in large systems.

Using the same approach as Smyth and Cunningham [I9] for analyzing these
concerns, we assume that the solution accuracy increases with a larger case
base, and that the solution time is divided into two parts: retrieval time, which
increases with a larger case base, and adaptation time, which decreases with a
larger case base (or stays the same). By noting that the retrieval time increases
with the size of the case base, which is unbounded [I7], that the retrieval time
is similarly unbounded for any retrieval approach that can potentially reach all
the cases, and that the reduction in adaptation time is bounded (since it can
never be faster than 0 time units), we see that there will be some point where
adding further cases to the case base will slow down the total solution time.
The utility problem is most easily analyzed for speed-up learners, where the
solution time is of primary importance. We explore three different scenarios for
speed-up learners with different time complexities, and examine the different
amounts of utility degradation experienced by modeling the solution time ST
as a function of case base size N. We use a simplified model of a speed-up
learner, where the system will always produce the same correct answer, and the
only criterion for the solution’s utility will be its solution time. We model the
solution usefulness SU = 1/ST for such systems, ignoring the solution accuracy.
Asreported by Smyth and Cunningham [19], when increasing the size of the case
base, the solution time for a case-based speed-up learner will typically consist of
an initial rapid improvement, followed by a continuing degradation as the retrieval
part begins to dominate the total time spent to solve the problem. For a typical
speedup-learner, the total solution time will initially be approximately monotoni-
cally decreasing, followed by an approximate monotonic increase, and the optimal
solution time and preferred case base size will be where the rate of increase in re-
trieval time matches the rate of decrease in adaptation time. The exact behavior of
the total solution time and the order of magnitude of this preferred case base size
depends greatly on the algorithmic complexity classes of the algorithms used, and
in general there is no guarantee that the solution time will follow this pattern at
all. The exact characteristics also depend on how the case base content is created
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and maintained, since a maintained case base can have different case distributions
and behave quite differently than an approach retaining all cases.

Fig.[dshows the solution time for an idealized speed-up learner, where retrieval
is a linear search through the case base, adaptation time is proportional to the
distance to the retrieved case, and there is no overhead: ST = N/5 + 100/N.
In this situation the efficiency of the system initially improves quickly, and then
starts degrading slowly as the increased time to perform retrieval eventually
becomes greater than the time saved during adaptation. In systems with retrieval
and adaptation algorithms displaying this kind of behavior, the solutions will be
generated most quickly when retrieval and adaptation times are approximately
equal, since that coincides with their derivatives having the same magnitude and
opposite signs. Smyth and Cunningham [I9] report very similar results to this
speed-up learner scenario from experimenting with the PathFinder system.
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Fig. 1. Retrieval, adaptation and combined solution time compared to case base size
for a speed-up learner using an O(N) retrieval algorithm and a O(1/N) adaptation
algorithm

Fig. 2 shows the solution time for similar speed-up learning systems, but
using different algorithms. The graph on the left uses an indexing scheme for
retrieval that causes the retrieval step to run in O(log N) time, and with a
comparatively larger constant factor (5 vs 0.2) than the previous example: ST =
5% In(N) + 100/N. With this change to the retrieval function, the slowdown
associated with adding more cases to the case base happens very slowly, and the
total solution time for the full case base is just 20% slower than the minimum
solution time, even though the full case base is 5 times larger. The graph on the
right shows a much more drastic increase in solution time. A more complicated
O(N log N) case retrieval algorithm is shown that compares the retrieved cases
against each other, and case adaptation has a significant overhead of 20 time
units: ST = N * [n(N) + 100/N + 20. In this situation the combined solution
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time increases quickly as more cases are added beyond the optimal amount. For
domains where this type of algorithm is desirable, a similar increase in solution
quality would be expected, otherwise the case base should be kept relatively
small through aggressive case base content maintenance. Due to the very limited
number of cases the system can handle before slowing down, these latter types
of algorithms appear to be a poor choice for pure speed-up learners, although
the constant factors could potentially be of very different magnitudes for some
domains. These alternative combinations scale very differently, and illustrate the
importance of examining the algorithms used when analyzing the effect of larger
case bases.
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Fig. 2. Retrieval, adaptation and combined solution time compared to case base size
for two other speed-up learner scenarios: On the left, using an O(log N) retrieval algo-
rithm and a O(1/N) adaptation algorithm. On the right, using an O(N log N) retrieval
algorithm and a O(1/N) adaptation algorithm with overhead. The difference in shapes
illustrate the importance of considering the specific algorithms used when examining
the utility problem.

For general case-based reasoners, the utility function becomes much more
complicated. When still examining only the usefulness of solving one problem
while the system is running, and just moving away from the simplified speed-
up learner model, we need to also include the accuracy of the solution in our
evaluations. The impact the accuracy has on the usefulness of the system will
vary greatly based on the domain and the specifics of the application.

Smyth and Cunningham [19] report empirical results from the PathFinder
system, where at one point the quality of solutions increased from 94% to 96%,
while the solution time increased by 50%. Whether such a trade-off is considered
beneficial or not depends on the application and the initial starting values for
the retrieval accuracy and solution time. For a speed-up learner this might be
unacceptable, while for many other applications a 33% reduction in errors (from
6% to 4%) at the expense of waiting longer or using two computers instead of one
would be a great improvement. As in the fielded Cool Air system, the solution
time might simply be considered acceptable and not be a problem that has to be
addressed at all, and then a larger case-base might be purely beneficial without
encountering this trade-off.
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4 Indexing vs. No Indexing

There are many possible indexing strategies for speeding up retrieval, and their
effects are highly dependent on the domain and the similarity measures used.
Selecting a good indexing strategy can often require significant expert knowl-
edge, although various automated methods exist [TTJ7/4] for refining the indexing
strategy. This can be particularly helpful for index maintenance, since an ap-
propriately chosen method can potentially handle most indexing maintenance
operations without manual intervention.

However, from a lazy learning perspective, an indexing structure that allows
the retrieval method to only consider a subset of the case base is an eager
optimization, which is made before all the potentially useful information about
the target problem is known, and is therefore not always appropriate.

In systems that handle thousands of cases or less, the processing time is
not necessarily a critical factor, and might very well increase slower than the
increase in processing power available over time, i.e. the solution usefulness SU
is primarily a function of the solution accuracy SA. This is particularly true for
knowledge-intensive CBR, where less than a hundred cases is common (but the
time required to perform individual similarity measurements is often extensive).

By matching with every case in the case base, the retrieval method is guar-
anteed not to miss any cases in the case base, and without needing to regularly
maintain the indexing structures.

Unlike pure speed-up learners, producing results as quickly as possible is rarely
the main concern for fielded CBR systems. The cost of developing and maintain-
ing a system is usually much larger than the cost of using and maintaining the
hardware it runs on, and the direct resource cost RC can sometimes even be con-
sidered negligible. CBR systems with extensive reasoning also do not usually act as
speed-up learners, since they can actually produce better solutions with a larger
case base. For such systems the utility problem is a trade-off between solution
quality and the efficiency degradation associated with a large case base [19].

As an alternative to purely eager indexing, footprint-based retrieval [21] al-
lows for a kind of mix of indexing and similarity measurements. The indexing
is eagerly pre-generated based on competence evaluations performed before the
input problem is known. During retrieval, the index is used to quickly identify
what is believed to be the most relevant knowledge items, which are then eval-
uated lazily with full similarity-based knowledge. Although the retrieval is less
efficient than purely eager methods, this partially lazy approach can produce
good results for some domains.

For the commercially fielded Cool Air [24] CBR system, processing time was
much cheaper for the company than consultancy time for developing the system.
The efficiency slow-down associated with an increasing case base did not become
a problem, even though the case base doubled over two years.

In another commercially fielded system, the DrillEdge system for fault pre-
diction in oil well drilling [22], case retrieval is an automatic process triggered
by a pattern in the continuous stream of drilling data. The cases are indexed by
abstract features derived from the numerical drilling data stream. This is done
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in order to improve the matching process for retrieval of the most relevant cases.
The indexes are not used to improve retrieval efficiency - the case base is always
searched sequentially. As long as the number of cases is in the range of hundreds,
this is not regarded as a performance problem.

For some applications, like the one just mentioned, solution quality is of ut-
most importance. In oil well drilling, the costs of time lost due to unwanted
events can be huge, since drilling operations typically cost around 200 000 USD
per day [18]. In this case the value of the positive utility associated with higher
quality solutions is of a different order of magnitude than typical costs of neg-
ative utility caused by decreased efficiency. For the knowledge-intensive oil well
drilling system, the main cost of a large case base is the amount of expert knowl-
edge required, not the computer systems it runs on.

As an alternative to performing eager indexing at all, a two-step approach [6]
to case retrieval has often been employed for systems with expensive retrieval op-
erations, e.g. for knowledge-intensive CBR systems. This consists of first using a
fast and resource-efficient scan through the case base to identify relevant knowl-
edge, and then performing more advanced (and comparatively slow) reasoning
for this restricted set of cases. This is conceptually very similar to indexing, but
is done using a lazy approach, entirely after the input problem query is known.

In this way, there is no need to update indexing structures, and more powerful
methods can be performed for identifying relevant knowledge when you already
know the problem to be solved. Similarity assessment is usually very important
for CBR systems, because there is often no easy way to model the structure of the
entire problem space, and there may even be no expert knowledge that directly
applies to all problem instances in general. Using similarity measurements to
locally identify relevant knowledge for a specific problem is thus likely to produce
better results than pre-generated structures.

To perform large numbers of similarity assessments quickly, it might be neces-
sary to increase the amount of computational resources available by examining
the cases in the case base in parallel. Many modern distributed computing frame-
works available for processing very large data sets in parallel are based around
ideas similar to the MapReduce [5] algorithm. MapReduce works by first chop-
ping up a problem into many parts, then distributes each of these parts across a
cluster of computers and each node processes only a subset of the problems. The
answers are then returned to a master node, which combines them to create a
final answer for the entire problem. This is very similar to parallel case retrieval,
where each case is assigned a similarity score and then ranked at the end.

While this form of case evaluation producing independent results for every
query-to-case comparison does not let us express the most general forms of case
retrieval, they are sufficient for most systems that are used in practice. The kind
of similarity assessment methods supported by this approach are also typically
more flexible than those supported by common indexing schemes. Avoiding the
need for additional expert knowledge that is often required to create a good
indexing solution is another potential benefit of this approach.
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For commercial applications, these kinds of large parallel processing frame-
works are typically used to process terabytes or petabytes of data, and provide a
possible means to perform full sequential evaluations for the complete case base
during retrieval even for very large case bases.

5 Case Base Maintenance

Case-based reasoning system maintenance is important and can involve processes
that modify all parts of the system, including updates to each of the knowledge
containers. Most often this includes reducing the number of cases in the case
base, which is primarily useful for two purposes:

— Reducing the size of the case base used by retrieval methods, which can make
retrieval faster.
— Reducing the space required for storing the case base.

Various case base content maintenance algorithms exist for reducing the size of
the case base, while optimizing the remaining cases according to some criteria. A
fast and simple content maintenance strategy is to delete cases at random, which
has been reported to produce good results [16]. Since the case base essentially
becomes a random subset of all encountered cases, or effectively just a smaller
case base, this strategy also has the added benefit of maintaining the same case
distribution as the encountered cases, on average. Other approaches for content
maintenance usually examine the relations between cases in the case base, and
e.g. attempt to maximize the coverage of the remaining cases in the reduced case
base through adding, deleting or combining cases [20].

We conducted a set of experiments to compare these two approaches, using a
random set of cases versus the coverage-based case addition algorithm proposed
by Zhu and Yang [25] as the content maintenance strategy. The results shown in
figs. are the average from running each test 10 times. Cases were described
by 5 features, each with values ranging from 0 to 1, and new cases were picked
uniformly from this 5-dimensional space. Euclidean distance was used as the
basis for the similarity measure, and a case was considered to be solvable by
another case for the purpose of competence evaluation if the distance between
the two cases was less than 0.25. We used the same similarity measure to estimate
the solution accuracy SA on the basis of the distance between the retrieved case
and the query, which is optimistic and more advantageous for the maintained
case base strategy than a real world scenario, since the competence evaluations
will be flawless. Thus using larger case bases can be expected to usually be
at least as good compared to this kind of computationally expensive content
maintenance strategy for real-world systems as in the experiments.

Fig. [ shows the estimated coverage and error for an optimized case base
of size N compared to a case base consisting of N random cases. The case
base generated by the case addition algorithm has higher resulting coverage
(measured as the covered proportion of new queries randomly generated from
the underlying domain, which competence-driven maintenance strategies seek
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Fig. 3. Coverage and error comparing retaining the full case base of size N (straight
lines) and using a content maintenance strategy (dotted lines) to create a case base of
size N based on a larger initial set of 5000 cases. Higher coverage and lower error is
better. The time required to perform the maintenance is not considered. In this setting
the maintenance strategy outperforms retaining all cases, with higher coverage and
slightly lower error.

to optimize), and lower error (measured as the average distance from the best
retrieved case to randomly generated new queries). Only the sizes of the case
bases are considered, and the computations required to perform the maintenance
operations are ignored. Approximately this situation can occur when there are
established procedures to run case base maintenance while the system is not
being used, e.g. at night, during weekends or during vacations.

However, the computational costs of running case base content reduction algo-
rithms can be extensive. Figs. @] and [ show the coverage and error rates for the
same two case base content maintenance strategies, but compared according to
the time required to perform both maintenance and retrieval. This was examined
by running experiments for many different combinations of initial and reduced
case base sizes, and choosing the Pareto efficient combinations that gave better
results than any faster combinations. The size of the resulting reduced case base
size used for retrievals is included in the figures. For each data point the case
base maintenance was run only once, and its potentially costly computation was
amortized over a large number of retrievals. However, this maintenance cost can
still be very high, depending on the number of retrievals performed compared
to maintenance operations.

The examples shown in the figures consists of an up-front case maintenance
step followed by 1000 and 10000 retrievals respectively (chosen as examples of
large numbers of retrievals, since more retrievals favors the maintenance strat-
egy), and shows the combined time for these operations. Even with this rel-
atively large number of retrievals, the simpler strategy of retaining all cases
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Fig. 4. Coverage and error shown according to the amount of computation required
(measured as number of similarity measurements), when retaining the full case base
(straight lines) and using a content maintenance strategy (dotted lines). For the sit-
uation with 1000 retrievals, the larger case bases supported by not having a high
maintenance cost means that the strategy of retaining all cases performs better, with
higher coverage and lower error.

generally performs as well or better than the content maintenance strategy, due
to supporting larger case bases in the same time frame. This means that using
a maintenance strategy to reduce the case base size for efficiency reasons may
sometimes be counter-productive, in addition to size reduction being an eager
strategy that limits the potential options available for further problem solving.

The other aspect of reducing the number of cases in the case base is the re-
duced storage capacity required to hold the case base. Current computer systems
intended for personal use can store hundreds of gigabytes of data, which is much
much larger than many typical CBR application case bases. Maintaining the set
of cases exposed to the retrieval method can be a very useful approach for some
applications, but the case base used for retrieval at any given moment does not
have to be the full set of cases archived by the system.

Based on this observation, we conclude that many practical CBR system
can instead flag the cases as no longer being active and store them in another
location that is not searched by the retrieval methods, since conserving disk
space is not required for systems that do not generate vast amounts of data. In
these situations the archival storage can be done at negligible cost, and provide
the advantage that deletions are no longer completely irreversible.

During later system maintenance some time in the future, the reason for the
original deletion may no longer be relevant or the algorithms used by the system
may have changed, and in such cases it would be beneficial to be able to undo
such eager deletion optimizations, in the spirit of lazy learning.
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Fig.5. Even when performing 10000 retrievals, the strategy of retaining all cases gen-
erally performs slightly better, with higher coverage and lower error

6 Conclusions

In this paper we have examined the utility problem from a lazy learning per-
spective, as it applies to speed-up learners and general case-based reasoners. The
two primary approaches to addressing the utility problem are through indexing
and by reducing the size of the case base itself during case base maintenance.
These approaches are eager compared to the lazy core CBR process, and we
have shown how many practical CBR systems do not require the use of these
eager optimizations and can be limited by committing to decisions prematurely.
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Abstract. The task of building labelled case bases can be approached
using active learning (AL), a process which facilitates the labelling of
large collections of examples with minimal manual labelling effort. The
main challenge in designing AL systems is the development of a selec-
tion strategy to choose the most informative examples to manually label.
Typical selection strategies use exploitation techniques which attempt
to refine uncertain areas of the decision space based on the output of
a classifier. Other approaches tend to balance exploitation with explo-
ration, selecting examples from dense and interesting regions of the do-
main space. In this paper we present a simple but effective exploration-
only selection strategy for AL in the textual domain. Our approach is
inherently case-based, using only nearest-neighbour-based density and
diversity measures. We show how its performance is comparable to the
more computationally expensive exploitation-based approaches and that
it offers the opportunity to be classifier independent.

1 Introduction

A significant barrier to developing case-based reasoning (CBR) systems in certain
domains (particularly textual case-based reasoning (TCBR)) is that labelled case
bases can be difficult or expensive to obtain. Active learning (AL) can be used
to overcome this problem; building labelled case bases by selecting only the most
informative examples from a larger unlabelled dataset for labelling by an oracle
(normally a human expert) and using these to infer the labels for the remainder
of the unlabelled data. The most popular selection strategy for choosing these
most informative examples is uncertainty sampling [12]. Typically in uncertainty
sampling a ranking classifier is trained using those examples labelled by the
oracle so far and is then used to classify the remaining unlabelled examples. Using
the output of the ranking classifier as a measure of classification confidence, those
examples for which classifications are least confident are selected for labelling
by the oracle. This process is repeated until a stopping criterion is reached -
typically a limit on the number of labels given by the oracle.

Uncertainty sampling is considered an exploitation-based AL selection strat-
egy which attempts to refine the classification decision boundary in uncertain
areas of the feature space and can work well if the initial classification bound-
ary is well shaped. However, with small numbers of labelled examples, it can be
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difficult to reliably estimate the boundary, and it has been suggested that ex-
ploitation techniques are prone to querying outliers [20]. Exploitation approaches
to selection can also suffer from a lack of exploration of the feature space and
may not work well in some scenarios - for example XOR-type problems [2].

Other selection strategies have been developed which attempt to balance ex-
ploitation with exploration, focussing on examples distant from the labelled set
with the aim of sampling wider, potentially more interesting areas of the feature
space. These multi-faceted approaches have recently become popular. Existing
work has combined uncertainty sampling with density information [7UT7I21]; with
diversity information [3IBIT923]; or with both [2229].

However, we believe that by applying an exploration-only approach to AL
selection we can create an AL-based labelling system that is inherently case-
based (i.e. based only on features of the case base derived from a similarity
measure), and does not suffer from the difficulties associated with exploitation-
based approaches. Furthermore, using an exploration-only approach is efficient
as it does not require the repeated re-training of a classifier and re-classification
of the unlabelled case base associated with exploitation-based approaches.

In this paper we present Exploration Guided Active Learning (EGAL), a sim-
ple, case-based, computationally efficient, exploration-only AL selection strategy
that does not use the output of a classifier in its selection decisions. We compare
the performance of this new approach to existing exploitation-based and hybrid
selection strategies on a selection of text classification datasets.

The rest of the paper is organized as follows: Section [2] discusses the different
selection strategies used in active learning, categorising them into exploration-
and exploitation-based methods. Approaches that incorporate uncertainty
sampling, density sampling, and diversity sampling; and other related work are
discussed. We introduce our exploration-based selection strategy, EGAL, in Sec-
tion [3] showing how it incorporates simple similarity-based measures of density
and diversity. Section M describes an evaluation of EGAL using seven textual
datasets. We conclude in Section [0l discussing how this approach can be adapted
for non case-based classification tasks, offering the opportunity for a classifier-
independent selection strategy to get over the reusability problem.

2 Review

AL can be used for two purposes: to build a classifier using the smallest number
of manually labelled examples; or to build a fully labelled case base using the
smallest number of manually labelled examples. While the difference between
these two is subtle, and often ignored, it is important. A labelled case base can
be useful for many tasks other than simply building a classification model - for
example in [30] an AL-labelled case base was used for information retrieval-like
search queries.

The advantages of using case-based classifiers in the AL process were appre-
ciated initially by Hasenjager & Ritter [§] who proposed AL algorithms using
local learning models; and by Lindenbaun et al. [14] who developed AL strate-
gies for nearest neighbour classifiers. Although any classifier can be used in the
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exploitation-based AL algorithms, the case-based approach to AL is particularly
attractive as confidence scores are easily calculated, and the repeated retraining
required in AL is especially efficient - new examples are simply added to the
case base. More recent examples of case-based AL include index-driven selec-
tion sampling for CBR [26]; developing case retention strategies for CBR [IS];
semantic labelling of text [16]; supervised network intrusion detection [I3] and
building classification systems with a weighted k-nearest neighbour classifier [4].
These applications all tend to use exploitation-based selection strategies.

Previous work which uses the underlying structure of the dataset to include
exploration in AL selection strategies can be categorised into three approaches:
density-based sampling, diversity-based sampling, and sampling using a combina-
tion of both density and diversity. One technique applied frequently is to identify
the underlying structure in the dataset by clustering the unlabelled examples.
Approaches that use clustering tend to talk about the most representative ex-
ample [24)27], which could either use a local inter-cluster measure which could
be considered a density approach, or a global intra-cluster measure which could
be considered a diversity approach. For clarity we will avoid the term most rep-
resentative, and the remainder of this section will discuss techniques under the
distinctions of density-based and diversity-based sampling.

2.1 Using Density in AL

Uncertainty sampling strategies are prone to querying outliers since outliers
are likely to have high uncertainty [20]. To overcome this problem, selection
strategies which consider density information have been proposed. The intuition
is that an example with high density degree is less likely to be an outlier.

Incorporating density information with uncertainty sampling has been shown
to boost the performance of AL in various studies [7JI5I21I31]. Labelling an ex-
ample from a highly dense region of the domain space can increase the confidence
of the classifications in its neighbourhood. The density of an example is generally
calculated as the average similarity of those neighbours of the example within a
specified neighbourhood and has been used, for example, to avoid the selection
of outliers [3I] and to select the most uncertain examples with maximum density
[32]. A common approach is to use density-weighting where density is defined
explicitly and combined as a function of the uncertainty score [I7U21J31]. Other
approaches are more implicit, such as those that cluster the unlabelled examples
and use the properties of the clusters to select examples for labelling [27].

Novel uses of density information include He et al. [9] who make use of nearest
neighbours to compare the local density of each example with that of each of
its neighbours and select for labelling the example with the highest difference in
density; and Fujii et al. [7] who use the neighbours of example x to quantify the
increase in the utility score (called training utility) of the remaining unlabelled
examples if a label is provided for . The example which is expected to result in
the greatest increase in training utility is selected for labelling.
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2.2 Using Diversity in AL

Diversity is used in AL selection strategies mainly in an attempt to overcome the
lack of exploration when uncertainty sampling is used. A popular approach to
incorporating diversity is to include the Kernel Farthest First (KFF) algorithm
(which selects those examples that are furthest from the current labelled set)
as a member of an ensemble of AL processes [2[T9] (the other members of the
ensemble are typically based on uncertainty sampling).

In the information retrieval literature, several AL heuristics which capture the
diversity of feedback documents have been proposed [23I28]. It has been demon-
strated in [23] that the performance of traditional relevance feedback (presenting
the top k documents according to relevance only) is consistently worse than that
of presenting documents with more diversity. Several practical algorithms based
on the diversity of the feedback documents have been presented - for exam-
ple clustering the documents and choosing the cluster centroids to present for
labelling [23].

2.3 Using Density and Diversity in AL

Several AL algorithms are proposed in the literature that either explicitly [4/22/29]
or implicitly [28] combine both density and diversity with uncertainty sampling
to select examples for labelling. These ensemble-based approaches have proven to
be particularly successful as they have the advantages of all three approaches.
However, to the best of our knowledge, no approach has been described in
the literature that combines density sampling and diversity sampling without
also using uncertainty sampling. Such an exploration-only approach would be
especially efficient as it would not require the repeated building of a classifier, or
classification of a large set of unlabelled examples. It would also be particularly
suited to the task of building labelled case bases as it would be based only on
the properties of the case base and an associated similarity measure. The next
section will describe our new EGAL algorithm which takes this approach.

3 The Exploration Guided Active Learning Algorithm

This section describes our exploration-only AL selection strategy: Exploration
Guided Active Learning (EGAL). We first discuss how we measure density and
diversity, and then explain how they are combined. For this discussion, consider
a dataset, D, which consists of a pool of unlabelled examples, U, and a case base
of labelled examples, £, which grows as examples, x;, are selected from U and
presented to the oracle for labelling.

Measuring Density: We measure the density of an unlabelled example z; by
considering the similarity to z; of the examples that are within a pre-defined
neighbourhood N; of z;, as given in Equation [Il This neighbourhood N; (see
Equation [2]) is set by a similarity threshold «, where @ = p — 0.5 x §; p and
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6 being the mean and standard deviation of the pair-wise similarities of all
examples in D respectively.

density (z;) = Z sim(z;, x,) (1)
z,EN;
N; = {z, € Dlsim(z;, x,) > a} (2)

Unlike other density measures such as that in [9], we use the sum of the similar-
ities in the neighbourhood N; instead of the count of the number of neighbours
in IV;. The effect of this is to have fewer ties in the density-based ranking, which
makes for a more straightforward density-based sampling technique. A selection
strategy using density alone will select the example(s) with the highest density
to present for labelling.

Measuring Diversity: We measure diversity by considering the examples
which are most dissimilar to the labelled case base L. Distance being the inverse
of similarity, our diversity measure for an example z; (given in Equation [
is defined as the distance between xz; and its nearest labelled neighbour. The
diversity measure has the advantage of efficient time complexity and it also
ensures that the newly selected examples are different from the examples already
in L. A selection strategy based on diversity alone would select the example(s)
with highest diversity to present for labelling.
1

d. ‘.t S ) = 3
iversity(x;) maxy, e sim(x;, ;) ¥

Combining Density and Diversity: Density and diversity sampling greedily
choose examples that optimise locally, which can make them myopic approaches
to selection in AL. They can become trapped in local optimums which can re-
sult in poor performance globally. An example of density sampling’s poor perfor-
mance is evident in Figure which shows the performance of a density-based
active learner on a textual dataset of 500 examples starting with 10 initially la-
belled examples, (details on the selection of the initial case base, the classifier
used, and the performance measures used are given in Section Hl). This shows a
degradation in performance until after 200 or so examples are labelled, at which
point performance improves rapidly. Figure illustrates how this can hap-
pen. With density sampling, examples from class 1 in group A will be repeatedly
selected for labelling while examples from class 2 will be ignored, leading to a
poorly defined classification boundary during this time. When diversity alone is
used, similarly dysfunctional scenarios can arise.

To overcome these problems, we introduce an element of diversity to a density-
based sampling approach. Including diversity means that high density examples
that are close to labelled examples are not selected for labelling by the oracle.

To determine whether an example should be considered as a candidate for
selection, we use a threshold (. If the similarity between an unlabelled example
x; and its nearest neighbour in the labelled case base is greater than § then x; is
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Fig. 1. Illustrating how density-based sampling can perform badly

not a candidate for selection. We call the set of examples that can be considered
for selection the Candidate Set, CS, which we define as follows:

CS ={3z; €U | sim(z;,x;) < B,2; € L,
sim(x;, x;) > sim(x;, xi), Vo € L,j # k}

Our EGAL selection strategy ranks the possible candidates for selection (i.e.
those in CS) based on their density, and selects those examples with the highest
density for labelling first. Thus, examples close to each other in the feature space
will not be selected successively for labelling.

Parameters « and 3 play an important role in the selection process. a controls
the radius of the neighborhood used in the estimation of density, while 3 controls
the radius of the neighbourhood used in the estimation of CS. The values selected
for these parameters can significantly impact the overall performance.

Shen et al. [22] use a threshold similar to our 8 which they set to the average
pair-wise similarity of the examples in the whole dataset. Initially, however, we
set § = « as shown in Figure where shaded polygons represent labelled
examples in £ and circles represent unlabelled examples in /. The regions defined
by « are shown as solid circles for a small number of unlabelled examples (A4,
B, C, D and E). For clarity of illustration, rather than showing the regions
defined by 3 around every unlabelled example, we show them, as broken circles,
around only the labelled examples. The effect, however, is the same: if a labelled
example is within the neighbourhood of an unlabelled example defined by 3, then
the unlabelled example will also be within the neighbourhood of the labelled
example defined by S.

In the example shown in Figure since examples B and D have labelled
examples in the neighbourhood defined by (3, they will not be added to CS.
A, C and F, however, will be added. As more examples are labelled, we may
reach a stage when there are no examples in the candidate set as there are
always labelled examples within the neighbourhood defined by . This scenario
is shown in Figure When this happens we need to increase [ to shrink this
neighbourhood as shown in Figure We update 8 when we have no examples
left in CS - a unique feature of our approach as far as we are aware.
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Fig. 2. The relationship between parameters o and 3 and the candidate set CS

We use a novel method to update 8 motivated by a desire to be able to set
the size of CS. As the size of the CS is defined by 3, a bigger § value gives us a
bigger candidate set. We set § to a value which can give us a candidate set with
a size proportional to the number of elements available for labelling (i.e. the size
of the unlabelled pool ) as detailed below:

(i) Calculate the similarity between each unlabelled example and its nearest
labelled neighbour giving the set .S, as follows

S ={s; = sim(x;,x;) | x; eU,z; € L,
sim(x;, x;) > sim(x;, xx), Vo, € L,j # k}
(ii) Choose the value s,, from S that splits S into two, where
Slz{SiGS‘Sigsw},
So={s; € S|s; > sy} and
151 = [(w < |S))],0 <w <1



EGAL: Exploration Guided Active Learning for TCBR 163

(iii) Let 8 = sy, which is the similarity value such that w proportion of unla-
belled examples will be in diverse neighbourhoods of the feature space.

The proportion parameter, w, allows us to balance the influence of diversity and
density in our selection strategy. When w = 0, the EGAL algorithm defaults
to pure diversity-based sampling discounting any density information. As w in-
creases, the influence of density increases and the influence of diversity decreases
with more examples being added to CS. When w = 1 the EGAL algorithm
becomes purely a density-based sampling algorithm. We explore the effect of
changing the value of the proportion parameter w in Section

Our combined strategy can be implemented very efficiently. At the start the
pair-wise similarity matrix for the entire dataset and the individual density mea-
sure for every example are calculated and cached. At each iteration of the selec-
tion algorithm, the updated diversity measure for each example in the unlabelled
set, U, is the only calculation necessary. Computationally this is very efficient,
especially considering the rebuilding of a classifier and the classification of ev-
ery unlabelled example required by uncertainty sampling based methods at each
iteration of the selection algorithm.

4 Evaluation

To assess the performance of our EGAL algorithm, we performed a comparative
evaluation with other AL selection strategies. The objective of our evaluation
was firstly to see whether the performance of combining density and diversity in-
formation in our EGAL approach was better than density or diversity sampling
alone. In addition, we compared EGAL to uncertainty sampling which is the
most commonly used AL selection strategy, and density-weighted uncertainty
sampling which is the most common approach to combining density and un-
certainty. After describing the datasets used, the implementation details of our
EGAL approach and the evaluation measures used; this section will describe the
results of these experiments.

4.1 Experimental Setup

In our evaluations we used seven balanced text-based classification datasets:
a spam dataset [0]; four binary classification datasets derived from the 20-
Newsgrou collectio; and two binary classification datasets from the Reuters
collectiond. The properties of each dataset, and the average accuracy achieved
in five iterations of 10-fold cross validation using a 5-NN classifier, are shown in
Table [l (accuracies are included as an indication of the difficulty of each clas-
sification problem). Each dataset was pre-processed to remove stop-words and
stemmed using Porter stemming.

! http://people.csail mit.edu/jrennie/20Newsgroups/
2 http://www.daviddlewis.com /resources/testcollections/reuters21578/
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Table 1. Details of datasets used in the evaluation experiments

Dataset Task Examples Feat. Accu.

20NG-WinXwin comp.os.ms-windows.misc  vs. 496 8557 91.14%
comp.windows.x

20NG-Comp comp.sys.ibm.pc.hardware  vs. 500 7044 85.56%
comp.sys.mac.hardware

20NG-Talk talk.religion.misc vs. alt.atheism 500 9000 93.92%

20NG-Vehicle rec.autos vs. rec.motorcycles 500 8059 92.96%
Reuters-1 acq vs. earn 500 3692 89.56%
Reuters-2 g151 vs. g158 500 6135 95.36%
Spam spam Vvs. non-spam 500 18888 96.80%

As the datasets used in our evaluations are fully labelled, the labelling pro-
cess can be simulated without the need for a human oracle. At each iteration
one example from the unlabelled pool, U, is selected for labelling and its label is
applied. This process is repeated until the oracle’s label budget expires. In order
to monitor the performance of the EGAL algorithm, and compare it to other
approaches, after each labelling a k-NN classifier is built from the labelled case
base, L, and classifications are made for every example remaining in the unla-
belled pool, U. These classifications are compared with the actual labels in each
dataset and the accuracy of this labelling is used to evaluate the performance
of the selection strategy. Accuracy is calculated as Accuracy = C/|D|, where C
is the number of correctly labelled examples. Both manually and automatically
labelled examples are included in this calculation so as to avoid large fluctua-
tions as new labels are added in the latter stages of the process [10]. Using the
accuracy recorded after each manual labelling, a learning curve is constructed
to plot the accuracy as a function of the number of labels provided (for example
Figure . It is important to note that the classifications of the unlabelled
pool made after each manual labelling are only for evaluation purposes and are
not required by the EGAL algorithm.

In all of the experiments described in this section the same AL process is used.
The initial case base contains 10 examples selected for labelling by the oracle
using a deterministic clustering approach, as we have found it to be a successful
approach to initial case base selection [IT]. The same initial case base is used by
each AL algorithm for each dataset. When classifiers are used, these are 5-NN
classifiers using distance weighted voting. Finally, the stopping criteria used by
all algorithms is a labelling budget which assumes that the oracle will provide
110 labels for each dataset.

4.2 Exploration of the Effect of the Balancing Parameter w

The density neighbourhood parameter, a, is set to u — 0.5 x § (as discussed in
Section [3)), as preliminary experiments showed it to be a good choice. In order
to set the diversity neighbourhood parameter 3, a value of w which controls the
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Fig. 3. The effect of the balancing parameter w on the EGAL algorithm

balance between density and diversity in the EGAL selection process is required.
Intuition would suggest that diversity is more important than density, and in
order to investigate this experiments were performed with w set to 0.25,0.50
and 0.75 on the datasets described previously. Results on two of these datasets
are shown in Figure Bl Across the seven datasets it was clear that w = 0.25
gave the best results (indicated by the fact that the learning curve for w = 0.25
dominates the others) and this value was used in all further experiments. This
experiment supports the intuition that diversity is more important than density
in the selection process.

4.3 EGAL Evaluation Results

The results of comparisons between our proposed approach (labelled EGAL),
density sampling (labelled Density) and diversity sampling (labelled Diversity)
across the seven datasets are summarised in Figuredl A random sampling strat-
egy (labelled RS), which randomly picks examples for labelling, is also included
as a baseline. The results show that density sampling doesn’t perform well but
that diversity sampling performs consistently better than the baseline random
sampling. In addition, incorporating density information with diversity sampling
in our EGAL algorithm improves the performance of diversity sampling consis-
tently on all datasets.

We also compared EGAL to the more frequently used uncertainty sampling
(US) using Hu et al.’s implementation [10] which is based on a k-NN classifier and
density-weighted uncertainty sampling (DWUS) where uncertainty is multiplied
with the density measure and examples with the highest resulting ranking score
are selected for labelling. The results are shown in Figure

Previous work on density weighted uncertainty sampling has shown an im-
provement over uncertainty sampling [I7)21]. Interestingly, the results in Fig-
ure Bl agree with that conclusion for datasets where density sampling alone also
improves performance. However, for datasets where density sampling performs
badly (see Figures [5(e)] [5(f)] and [5(g)) DWUS does not improve performance
over US indicating that the density information is having a negative effect on
the AL process.
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The more interesting benefit of EGAL is in the early stage of the AL process,
the first 20 to 30 labellings, where it outperforms both US and DWUS. A detailed
analysis of the Area under the Learning Curve (ALC) for learning curves up to
a varying number of labels was performed. Illustrative examples of ALC values
are given in Table [2l The difference between US and EGAL was found to be
significant (at o = 0.05) using the Wilcoxon signed-rank test at 30 labels and
below. There was no significant difference between DWUS and US at any number
of labels.

Table 2. Illustrative ALC values for learning curves up to the specified number of
labels. The best values across the three approaches are highlighted in bold.

30 Labels 60 Labels 110 Labels
US DWUS EGAL US DWUS EGAL US DWUS EGAL

20NG-WinXwin 16.24 16.69 17.09 41.79 42.95 43.58 85.72 88.07 88.97
20NG-Comp 14.02 14.04 14.36 37.47 37.97 38.69 79.87 80.90 79.89
20NG-Talk 15.74 16.24 15.89 41.92 42.22 41.56 87.94 87.04 86.95
20NG-Vehicle 15.66 16.17 16.14 40.20 41.81 41.42 85.26 87.38 86.35
Reuters-1 18.49 17.28 18.42 47.03 44.16 46.62 96.21 90.63 94.32
Reuters-2 18.53 18.30 18.71 47.42 46.60 47.11 96.49 94.92 95.09
Spam 18.76 18.49 18.92 48.10 47.15 47.43 97.41 95.75 95.12

Dataset

These results point towards an interesting empirical property of the EGAL
algorithm: it can improve the labelling accuracy fastest in the beginning stages
of active learning. This would be beneficial in domains where labelling cost is
high.

5 Conclusions and Future Work

In this work, we have proposed EGAL, an exploration-only approach to AL-
based labelling of case bases. EGAL is inherently case-based as it uses only the
notions of density and diversity, based on similarity, in its selection strategy. This
avoids the drawbacks associated with exploitation-based approaches to selection.
Furthermore, in contrast to most active learning methods, because EGAL does
not use a classifier in its selection strategy it is computationally efficient. We
have shown empirical results of EGAL’s viability as a useful tool for building
labelled case bases, especially in domains where it is desirable to front-load the
AL process so that it performs well in the earlier phases - a feature of EGAL
demonstrated in our evaluation experiments.

It is on the absence of any particular classifier in EGAL that we intend to
focus our future work. AL methods that use a classifier in their selection strategy
are tuned to that particular classifier, resulting in poor reusability of the labelled
data by other classifiers. This is known as the reusability problem in active learn-
ing [1I25]. Tomanek et al. [25] argued that by using a committee-based active
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learner, the dataset built with one type of classifier can reasonably be reused
by another. Another possible solution to the reusability problem is our EGAL
algorithm as a classifier-free AL framework. Our future work in this area will
check the reusability of the resultant labelled examples from EGAL at training
different types of classifier.

Acknowledgments. This material is based upon works supported by the Sci-
ence Foundation Ireland under Grant No. 07/RFP/CMSF718.
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Abstract. The performance of a Textual Case-Based Reasoning sys-
tem is critically dependent on its underlying model of text similarity,
which in turn is dependent on similarity between terms and phrases in
the domain. In the absence of human intervention, term similarities are
often modelled using co-occurrence statistics, which are fragile unless the
corpus is truly representative of the domain. We present the case for in-
trospective revision in TCBR, whereby the system incrementally revises
its term similarity knowledge by exploiting conflicts of its representation
against an alternate source of knowledge such as category knowledge
in classification tasks, or linguistic and background knowledge. The ad-
vantage of such revision is that it requires no human intervention. Our
experiments on classification knowledge show that revision can lead to
substantial gains in classification accuracy, with results competitive to
best-in-line text classifiers. We have also presented experimental results
over synthetic data to suggest that the idea can be extended to improve
case-base alignment in TCBR domains with textual problem and solu-
tion descriptions.

1 Introduction

Humans learn through introspection and interaction. When we fail to achieve a
desired outcome, we introspect and attempt to explain the failure. Typically, we
revise our models or beliefs based on introspection. There are times, however,
when introspection alone may not be adequate and we may have to seek advice
from an expert. Let us take an example of a child learning trigonometry. She
may be confused between the definitions of sine and cosine, and thus arrive at a
wrong result when solving a problem. If she is provided with the correct answer
to the problem and her answer turns out to be wrong, it would be natural for
her to question those concepts she is not clear about. In case of the confusion be-
tween sine and cosine definitions, she may try using the sine definition instead of
the cosine, or vice versa. If she succeeds, she may revise her concept accordingly
for future use. In case she is confused between several possible choices however,
it may not be a worthwhile effort to try all of these alternatives; rather it would
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make sense to elicit help from an expert. The first case is one of introspective
concept revision, the second of interactive concept revision. It is intuitively ap-
pealing to extend these ideas to Machine Learners.The current work is based on
the former idea, while Mixed Initiative Systems [I] address the latter problem.

This paper extends the idea of learning driven by introspection to Case-Based
Reasoning (CBR). In particular, we focus on Textual Case-Based Reasoning
(TCBR) which aims at reusing episodes of previously solved problems recorded
in the form of unstructured text. Each episode represented as a problem-solution
pair is called a case. Given a new problem, TCBR aims at identifying cases whose
problem components are most similar to the presented problem. The perfor-
mance of a TCBR system is critically determined by the procedure to estimate
similarity between texts. This is a hard problem as the surface level represen-
tations at the term level fail to capture deep semantics. Most TCBR, systems
borrow techniques from Information Retrieval (IR) which are typically based on
shallow representations of cases like a bag of terms. A richer representation is
one which is augmented with the knowledge of “semantic relatedness* between
terms as estimated from their co-occurrences observed in a corpus.

Despite improvements based on statistical learning, TCBR retrieval effective-
ness in most real world tasks leaves enough room for improvement, when bench-
marked against human level performance. In the TCBR context, the challenge is
to strike the right trade-off between knowledge acquisition overhead and retrieval
effectiveness. Our initial goal in the current work was to explore ways of using
minimal feedback from the expert to generate revised representations of textual
cases that can in turn lead to improved competence in problem solving. Tex-
tual case representations are critically dependent on the similarity (alternately
referred to as semantic relatedness ) between terms in the problem space vocab-
ulary. Interaction with humans can help the system identify similarity relations
which could have adversely affected system performance, and to make system-
atic corrections over these relations. In the course of our experiments, however,
we realized that there was a second interesting possibility: we could achieve sub-
stantial improvements by doing away with the expert altogether. The key idea
involves introspectively trying out the effect of corrections on suspected simi-
larity relations by measuring the effectiveness of the revised representation of
training data using cross validation and retaining those corrections that lead
to improvements. While this approach may not scale up to performance levels
obtainable with more elaborate human intervention, it is still attractive in that
it is fully automated, and can be a plug-in to any existing TCBR system which
has numeric representations of term and/or case similarities. It may be noted
that unlike earlier work [2] which presented introspective knowledge acquisition,
the focus of our work is on introspective revision.

The structure of the paper is as follows. Section [2] presents the general frame-
work and outlines the scope of our work. The background for our work in
terms of our choices of formalisms and representations is described in Section [l

! In this paper we use the term similarity and the phrase "semantic relatedness®
interchangeably, though the latter is more reflective of what we mean.
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A detailed description of our methods is presented in Section @l Evaluation
methodology and the empirical results obtained are discussed in Section Bl In
Section [6] we position our work in the context of related work. Section [ sum-
marizes our contributions and discusses possible extensions of our work.

2 Goals, Conflict Sources, Representations and
Introspection

In this section we lay out a framework for introspective revision within the
TCBR context. Goals, conflict sources and representations are three dimensions
that define a context for an introspective learning task. The goal of the child
learning trigonometry is to improve her competence at solving problems, mea-
sured by the proportion of test problems she correctly solves. Conflicts can arise
from errors in her results over practice problems on which correct results are
known. Representations refer to the underlying model of her concepts, and are
important because a learning task driven by knowledge of goals and conflicts
makes changes to these representations.

Figure[llshows goals, conflicts and representations in TCBR. Many TCBR sys-
tems have problems represented as unstructured text and solutions drawn from
a set of symbols which could be viewed as category labels. The goal of learning
in such a context would be to improve performance with respect to measures
such as classification accuracy. In TCBR systems which have both problems
and solution represented as unstructured text; a corresponding goal would be
to improve retrieval effectiveness. It has been shown in earlier work [3] that
"alignment “ between problems and solution components has a strong bearing
on effectiveness of retrieval. A case-base is well-aligned if similar problems have
similar solutions; it is poorly aligned otherwise. Alignment measures position a
case-base in this spectrum, and are used for predicting retrieval effectiveness.
We can thus treat improving alignment as an indirect goal. Representations in
the case of TCBR systems refer to how attribute values and associated simi-
larity measures are captured within the system. TCBR systems could involve

Goals Conflict Sources Representations
Class Knowledge' Latent Semantic
Classification [l Solution Pair Indexing
/ Similarilies (LA
Alignment % Linguistic Formal CDFCE‘D(
Knowledge Analysis
N (WordNet) ! (FCA)
Background Propositional
' Knowledge Semantic
' (Wikipedia) Indexing (PST)
' "
L] L]

Fig. 1. Pictorial Representation of the Framework
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Information Extraction for extracting attribute values from text. This typically
involves significant manual intervention for encoding domain-specific knowledge.
Many TCBR systems are knowledge light, in that they represent text in terms
of bag of terms (or phrases) and use statistical approaches to infer similarity
between terms from a given corpus. An example of such a system is [4] which
uses Latent Semantic Indexing (LSI) for arriving at term similarities. A second
system would be one which uses Formal Concept Analysis [5] to arrive at case or
feature clusters. The systems mentioned above have the effect of using knowledge
from a corpus of existing cases to learn better estimates for semantic relatedness
between terms. Introspective learning in such representations will have the effect
of learning better models of semantic relatedness.

Conflicts arise out of differences between knowledge inferred from a corpus,
and knowledge from some source external to the corpus. In case of TCBR, an
external knowledge source could be lexical knowledge of English, as encoded
in WordNet, or background knowledge of a domain as can be obtained from
a collection of documents in Wikipedia. In classification tasks, external knowl-
edge could be the category labels associated with a case. In interaction, external
knowledge would be explicit human feedback.

The above discussion shows that goals, conflicts and representations can be
viewed as three dimensions that characterize an introspective revision task. In
this paper, introspective revision is tried out on two goals: improving classifica-
tion accuracy and improving case-base alignment. LSI is used to represent the
associations between terms and cases as mined from the corpus. In the first case,
the class knowledge is the source of conflict; in the second, it is the knowledge
of solution pair similarities.

3 Background

In this section we outline the retrieval formalism and case representations, which
form the basis for algorithms and evaluation reported in this paper.

3.1 Case Retrieval Network Architecture for Case Representation

A Case Retrieval Network (CRN) is a framework for facilitating efficient retrieval
in CBR. It was originally presented in the doctorial thesis of Mario Lenz [6]. Fig-
ure [2 shows a CRN schematic for a textual case-base having 4 cases C; through
Cy and 5 terms W7 through Ws. The rectangles represent the terms and ovals
represent the cases. The basic idea is very similar to that of an inverted file repre-
sentation where terms are used to index cases except that a CRN also captures
the knowledge of similarity between terms. These real valued similarities are
shown alongside circular arcs in the figure. Section describes one method in
obtaining this knowledge. Thus a CRN has two broad knowledge containers: rel-
evance weights which associate terms with cases and similarity values indicating
the strength of semantic relatedness between terms. In Figure [2] the relevance
weights take binary values; a value of 1 indicates the presence of a term in a case
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Cases Wi | Wy | W | Wy | Ws
Cy 1 1 0 0 0
Ca 1 0 1 0 0
C3 0 0 0 1 1
Cq 0 ] 1 1 0

Fig. 2. An example for a CRN for Text Retrieval

and 0 its absence. Retrieval in CRN involves two phases of spreading activation.
In the first phase terms in the query pass activations to similar terms leading
to query revision. In the second phase the terms as activated in the first phase
pass on their activations to case nodes via relevance weights.

In the current work we have used CRNs to two different ends. The first is to
arrive at new representations for cases that incorporate the knowledge of term
similarities. This is realized as follows. We start with a case representation as a
vector of binary values representing its constituent terms. This case is treated
as a query and its constituent terms are allowed to activate related terms via
similarity arcs. At each term node the incoming activations are aggregated and
the revised case representation is the row vector comprising the aggregated ac-
tivations at each term node. For example the initial representation of Cy is {1,
1,0, 0, 0} in the vector space spanned by the terms W7 through Ws. The term
similarities between the terms are as given by Figure 2l For arriving at the re-
vised representation of C, Wi and W5 activate the only term related to them,
namely Wj. If the aggregation function at each term node is a simple summa-
tion, the resulting representation of C; turns out to be {1.9, 1.9, 1.1, 0, 0}. This
new representation can be seen as a result of a matrix operation. Let R;,; be
the initial representation of a case. Let T be a symmetric matrix of term pair
similarities. The new representation of the case Ry is given by

Rnew = RznzT (1)
The second use of CRN in our work is to facilitate retrieval. We have used the
cosine measure for our implementations since it is tolerant to varying lengths of
cases when treated as vectors over a space of terms. We had to extend the CRN
so that the similarities could still be computed without compromising on the
efficiency. We observe that the CRN as described above realizes a dot product of
the query vector with the case vector. The case norms are computed in advance,
so the similarities of the query to the case can be computed if the dot product
and query norms are computed at run time.

3.2 Modeling Similarity Knowledge Using Latent Semantic Indexing

Latent Semantic Indexing can be used to mine similarity between terms based
on their co-occurrence patterns in a corpus (case-base). In estimating similarity,
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we end up facing the problem of circularity: cases are similar if they have similar
terms, but terms in turn are similar if they occur in similar cases. LSI uses a dual
mode factor analysis in the form of Singular Value Decomposition to resolve this
circularity. Both cases and terms are represented in terms of a set of underlying
concepts. These concepts can be viewed as linear combination of terms, or as a
linear combination of cases. For example the concept of motor vehicle can be ex-
pressed as a weighted combination of terms like tyres, steering wheel, brakes etc.

Terms and cases can be expressed as linear combination of these concepts as
well as of each other. These concepts are expected to be more representative of
the underlying semantics since they weed out noise due to term choice variabil-
ity. In particular, LSI ranks the mined concepts according to their importance;
concepts with very low importance do not play a role in explaining the case-term
distribution and hence can be ignored.

LSI is often viewed as a dimensionality reduction technique. A subset of the
concepts mined using LSI which are deemed to be important are used to define a
lower dimensional space in which the cases and terms are represented. Term and
case similarity can be computed based on their representations in this reduced
space. For mathematical formulations in terms of SVD decompositions, see [7].
Term similarities mined using LSI capture higher order co-occurrences between
terms [§]. For example, the terms car and automobile may never co-occur in any
case but they are inferred to be similar since there is considerable overlap in the
set of terms they co-occur with (say gear, drive, chassis). This is an example of
second order co-occurrence.

4 Introspective Learning Algorithms

In this section we present our algorithms for introspective learning. We present
two classes of algorithms corresponding to two learning goals. The first is one of
classification, where the goal is straightforward: to improve the accuracy of clas-
sification. The second is one where both problem and solution components are
textual, the goal here is to improve the alignment between problem and solution
side representations. The algorithms are based on the idea of revising similarities
between cases based on the conflicts between introspectively acquired knowledge
and external knowledge, so as to improve effectiveness. In our experiments, LSI
was used for introspective acquisition. External knowledge, alternately referred
to as source of conflict, was modeled using class knowledge in the case of classi-
fication and solution text (along with their similarities) in alignment.

The algorithms are based on two steps. The first step involves identifying
those pairs of cases which may have contributed negatively to the classifica-
tion/alignment measure. The second step involves trying out changes on these
”potentially spurious similarities and repairing them. In supervised settings,
a part of the training data can be used as a hold out set, and this is used to
validate the effectiveness of repair actions and choosing between repair actions.
It may be noted that given the duality of terms and cases, it is equally possible
to try out a similar approach on modifying similarity between term pairs as well.
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One advantage of using term pairs is that conflicts at a lexical level, based on
resources like WordNet, can be conveniently modeled. Also, using terms make
sense in an interaction setting where the external knowledge is human feedback,
since it seems intuitive that humans would be more comfortable in assessing
term pair similarities rather than case pair similarities. However, the downside
of using term pairs in an introspective setting for classification is that, unlike
cases, terms do not have class labels attached to them. So, additional heuristics
would be needed to compensate for this lack of knowledge.

4.1 Improving Classification Effectiveness

We revise case representations with the goal of improving classification per-
formance. The revision involves the following steps: identification of a list of
potential case-pairs with spurious similarities, cross-validation to narrow down
the list and identification of a combination of case-pairs that need repair, and
finally revision of those case associations and creating a new representation of
all cases based on the repair.

Detecting conflicts: The supervised classification setting has a set of labelled
cases as part of the training data; another set of cases whose class labels are not
known is used as test data. Similarity between textual problems is often mod-
elled using co-occurrence statistics. Similarity estimated by the number of terms
in common between the texts is the first order co-occurrence measure of simi-
larity and that modelled by LSI (used in our work) are reflective of higher order
co-occurrences. The differences between higher order association values and the
first order association values is the first input to the algorithm. The second input
is the class labels of the training cases. Let simfirst (%i,2;) and simpign (Ti,2;)
be the similarities of the problem components of cases x; and x; obtained using
first order co-occurrences and higher order co-occurrences respectively. Let the
solutions of ; and x; belong to class ¢; and c¢; respectively. Using this notation,
the procedure for identifying potentially spurious similarities is described in Ta-
ble Il The candidate list of potential spurious associations is ranked based on
the change parameter simDiff as computed in Table [I1

Table 1. Identification of candidates with spurious similarities

Step 1: Calculate simDiff = simpign (zi,2;) - sitmygirst(xs,2;)

Step 2: If simDiff is positive and ¢; # ¢; then simpign(xi,x;) is a po-
tential spurious association

Step 3: If simDiff is negative and ¢; == ¢; then simnign(zi,z;) is a
potential spurious association

Cross Validation and Case Revision: In this step we consider batches of
case similarity pairs from the ranked list of cases having potentially spurious
similarities. The similarity values of these case pairs are now modified according
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to one of two policies. The first policy, which we call the OldValuesPolicy, re-
places simpign (Ti,x;) by simpirst (Ts,x;) for a case pair z;,x; having potentially
spurious similarity. This amounts to undoing the effect of LSI, and reverting
back to an estimate of case similarity based on first order co-occurrences. The
second policy is MinMazPolicy, which assigns a revised value for all case pairs,
x; and xj, with potential spurious associations as follows:

min  if simDiff > 0

$iMrevised (Ti, Tj) = max  if simDiff <0

where min and mazx are the minimum and maximum values of all possible values
of simp;gn (zi,x;) for any pair of cases x;,z;. The key intuition is to promote the
value of similarity in the case simDiff is less than 0 and demote it otherwise. The
choice of min and maz maximally emphasize the effects due to these changes.
OldValuesPolicy is a relatively less aggressive policy.

These modifications will now be used to change the case representations. To
achieve this, we recognize that the CRN as shown in Figure[2] can be used alter-
nately to find terms relevant to a set of given cases. In such a scenario, the cases
will map onto IE nodes and similarity arcs will capture similarity between cases.
The modified case similarity values, simrevise (Zi,;), obtained above, can thus
be used to construct revised representations for terms and term similarities. The
effectiveness of the revised representation of cases, obtained using the new term
similarities, is measured using cross-validation (10 fold in all our experiments).
The objective of cross validation is to determine the optimal number of candi-
dates from the initial ranked list of candidates. To achieve this, the size of the
batch is incremented by a fixed amount (500 in our experiments). The combina-
tion of potentially spurious pairs whose change resulted in the best performance
over cross validation was recorded. It is intuitive that considering candidates too
low in the ranked list do not contribute significantly, so the improvements in
accuracy stabilize after incorporating changes to a certain number of case pair
similarities; this is corroborated by our experiments reported in the next section.

Cases from the test data are now transformed using the new term represen-
tations resulting from the revised value of similarities corresponding to set of
case pairs identified as above. The classification accuracy before and after the
revision are compared.

4.2 Improving Alignment in TCBR

In many TCBR systems, both problem and solution components of cases are
recorded in the form of text. Unlike the classification case, the goal of revision
in such situations would be to improve the effectiveness of retrieval. Ideally, we
would need recourse to a large collection of human relevance judgments, which
unfortunately, are hard to come by. Case-base alignment is thus used in TCBR as
a surrogate for retrieval effectiveness. Case-base alignment measures the extent
to which similar problems have similar solutions. One approach to estimating
alignment, as presented in [9], involves listing down the pairs of cases in a case-
base in decreasing order of their problem side similarity. The correlation of the
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problem side similarities as ordered above, and the corresponding solution side
similarities gives an estimate of how strongly aligned the problem and solution
components are. Another observation is relevant here: while high alignment re-
quires that similar problems do have similar solutions, it does not require that
dissimilar problems have dissimilar solutions. To take this asymmetry into ac-
count, a weighted correlation is used to define alignment in place of a simple
correlation. The weights are problem side similarities, so cases with very similar
problem components play a bigger role in influencing the measure. The weighted
correlation, wtCorr, for any set of values z,y and weights w is defined as follows:

wtCorr(z,y,w) = wtCov(x,y, w)/\/wtCov(z, z, w) * wtCov(y,y, w) (2)

where wtCov is a weighted covariance function defined as :

wtCov(z,y,w) = sz — ) * (yi — ?))/sz (3)

where in T and § denote the weighted means of z and y respectively. For cal-
culating alignment using wtCorr, x is set as the problem pair similarities and y
for solution side similarities with weights w being same as z. We use the above
measure as the basis for our study on introspective revision for improving align-
ment. As in the classification case, this process also involves the following steps:
identification of list of potential case-pairs with spurious similarities and identi-
fication of a combination of case-pairs that need to be modified.

Identifying Conflicts: The external knowledge source used for modelling con-
flicts in this case is solution side similarities. While we have estimated solution
side similarities using LSI and first order co-occurrences, ideally they should
evolve through system usage by interacting with an external agent. As in the
classification case, let Pjirst(4,j) and Phign (4, j) be the similarities of problem
components of cases i,j obtained from first order co-occurrences and higher order
co-occurrences respectively. Similarly Syirse (4, j) and Shign (4, j) be correspond-
ingly defined for the solution components of cases i,j. Let Py, gn De the matrix
obtained by normalizing the values of P4 in the closed range of 0 and 1. Sim-
ilarly S,’”gh(i j) is derived from Sp,gn. Let PS be the set of all problem pair
similarity values from the matrix P}, on arranged in decreasing order. Consider
SS be the corresponding solutions component similarities from matrix Sj,, gh- The
procedure for asserting if a case-pair i,j is a potential candidate with spurious
association is given in Table

Identifying Candidates for Modification: In this step, we take one case
pair at a time from the list of case pairs, which are potential candidates with
spurious associations identified previously, and modify its similarity based on
the policy to replace Prign(?,j) with Pprirs:(4,)) for that case pair ¢,j. The effect
of this modification is measured by re-computing the alignment. All the case
pairs whose modifications improved the alignment are combined together.
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Table 2. Identification of Potentially Spurious Associations for Alignment

Step 1: The initial correlation is calculated using

iniCorrelation = wtCorr(PS,SS,PS)

Step 2: New Problem and solution similarity lists are calculated using
PS" = PS - { Py, (1)}

S8’ = S5 - {Shign (1))

Step 3: Weighted correlation for the new problem and solution similarity
lists is calculated using

newCorrelation = wtCorr(PS’,SS’,PS’)

Step 4: If newCorrelation > iniCorrelation then Prsgn(i,j) is a potential
candidate with spurious association.

5 Evaluation and Experimental Results

We evaluated the effectiveness of our proposed introspective learning mecha-
nisms with respect to two goals: text classification and improving alignment.
The former was done on realistic textual data, and the latter on synthetic data.

5.1 Evaluation on Text Classification

Evaluation for classification effectiveness is done using accuracy as the perfor-
mance metric since this is known to be appropriate for cases with single class
label in datasets with equal class distributions. Cases constructed from the 20
Newsgroups corpus [I0] was used for classification. One thousand messages from
each of the 20 newsgroups were chosen at random and partitioned by the news-
group name [I0]. The following four sub-corpuses were created: SCIENCE from
4 science related groups; REC from 4 recreation related groups; HARDWARE
from 2 problem discussion groups on Mac and PC and RELPOL from 2 groups
on religion and politics. Each data set contains 15 test train pairs and average
accuracy is reported for each data set for each method.

Weighted k Nearest Neighbor is the classifier used for all the experiments
with the number of neighbors (k) fixed to 3. Hold out sets are constructed out
of training data using 10 fold cross validation for identifying candidates whose
similarities would be repaired. The limit on number of potential candidates con-
sidered for cross validation is set to 40,000. LSI dimensions are chosen by con-
sidering a candidate set of values and choosing the one that performs best over
10 fold transductive cross validation [I1].

The results of the experiments are shown in Table Bl The column Method
indicates the method used for classification. BaseLine is the case where no mod-
ification was done to the LSI-based case similarities. MinMazPolicy and Old-
ValuesPolicy are the two methods as described in Section [.Il Also included are
average test accuracies (over the 15 test train pairs) of a Nave Vector Space
Model (VSM) approach (no LSI), Support Vector Machines over a linear ker-
nel, Propositional Semantic Indexing (PSI) [I2] and LogitBoost [13]. We have
also included in our comparison Sprinkled LSI [4], which can be viewed as an
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extension of LSI that biases the concepts mined based on class knowledge. Paired
t-test was carried out between accuracies reported by each pair of methods over
the 15 train test pairs; the values in bold indicate those that outperform the
others at p = 0.05. PSI and LogitBoost were not subjected to the statistical
test since we did not have access to the 15 values for each train-test pair, but
the average values were available. A linear kernel was chosen for Support Vector
Machines since it was reported in [I4] that linear kernels work best over textual
data. SVM is inherently a binary classifier and its multi-class extension is yet to
be tried out on the four-class datasets.

There are several interesting observations based on the results presented in
Table Bl Firstly, introspective revision achieves statistically significant improve-
ments over baseline in all four datasets except RELPOL. On both binary clas-
sification datasets, our approach recorded higher averages compared to SVM,
which is regarded as one of the best off-the-shelf text classifiers [15]. The Hard-
ware dataset is known to be the hardest of the four datasets; this has been
confirmed by alignment studies comparing all four datasets, as reported in [3].
Revision based on MinMazPolicy significantly outperforms all other classifiers
except Sprinkled LSI on this dataset. This is because of the lack of separability
between messages related to Mac and PC domains, resulting from a large overlap
of vocabulary between these classes. Introspective revision is clearly effective in
remodeling the term similarities and improving separability. The performances
gains using revision are not so illustrative in RELPOL, which is a relatively easy
domain with a lot less scope of improvement; this is clear from the good accu-
racy figure in baseline. PSI is seen to be quite effective on HARDWARE, but
is outperformed by introspective revision in the multi-class datasets, by a wide
margin. MinMaxPolicy outperforms OldValuesPolicy on all datasets.

The effect of number of potential candidates considered on accuracy obtained
in cross validation for training data of HARDWARE and REC for both Min-
MaxPolicy and OldValuesPolicy is shown in Figure [Bl This illustrates the fact
that performance stabilizes beyond a certain number of candidate pairs, and
revisions over just a few thousand pairs gives a considerable improvement over
the baseline.

Table 3. Empirical Results for the method of modifying case similarities

Method HARDWARE RELPOL SCIENCE REC
Naive VSM 59.51 70.51 54.89 62.79
BaseLine 70.28 93.42 81.98 83.46
MinMaxpolicy 80.24 93.49 84.40 87.43
OldValuesPolicy 74.55 93.52 82.82 85.22
Sprinkled LSI 80.42 93.89 80.60 86.99
SVM 78.82 91.86 - -
Method HARDWARE RELPOL SCIENCE REC
LogitBoost 77.99 79.67 73.77 87.15

PSI 80.1 91.2 76.2 66.28
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Fig. 3. Cross Validation Results for HARDWARE and REC

5.2 Evaluation on TCBR over Textual Problems and Solutions

The Alignment improvement technique proposed in Section is evaluated on
a synthetic dataset. We are not sure of how the experiments would scale in real-
istic TCBR systems, so the results should be viewed as a proof-of-concept. The
synthetic dataset comprising cases with textual problem and solution compo-
nents is created using the Deerwester toy dataset [7]. It is a collection of nine
cases, five of which are about human-computer interaction and the remaining
four about graphs. Instead of using the class label as solution, randomly selected
terms from the problems are used as their corresponding solutions. The dataset
constructed is shown in Figuredl The complexity of this dataset is varied itera-
tively by modifying the solutions of a pair of problems. Given a pair of cases, the
terms common to their solutions are replaced by new terms in one of the cases.
This has the effect of reducing the solution side similarity of the two cases. At
each iteration, a new pair of cases is subjected to this change, in addition to the
changes done in the earlier iterations. It is intuitive to expect that each iteration
will result in a case-base that is poorly aligned relative to the one generated in
the previous iteration. The results of these experiments are shown in Figure Bl
The initial alignment computed using the wtCorr method along with modified
alignment computed using the method proposed are reported. Figure Bl shows
the plots of initial alignment and modified alignment for number of solution
pairs that are modified.

Figure Bl shows the performance of the introspective alignment improvement
method for various number of solution pairs modified on the synthetic dataset. It
is observed that as the number of solutions pairs which are modified is increased
the initial alignment decreases from the baseline case. And for the varied com-
plexity of the system, there is an improvement in the alignment measured by
modified alignment. These initial results on the synthetic dataset are encouraging
for the fact that the improvement observed is in the order of 0.1.
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6 Related Work

The current work can be viewed as an instance of Knowledge Revision. One of the
early systems that incorporated learning by interaction with an expert was Protos
[16]. In contrast to most previous work where knowledge revision has been applied
in more formal settings over rule based systems, this work shows that TCBR sys-
tems with numeric representations of their underlying knowledge can benefit by
revising their knowledge based on conflicts. A significant advantage is that no hu-
man intervention is involved in generating conflicts and triggering revision.
Several works in text classification have attempted to compensate for the fact
that the training corpus is not adequately representative of domain knowledge.
Zelikovitz et al. [I7] use external background text in conjunction with training
data. This is particularly effective when the available training data set is small.
Chakraborti et al. [4] incorporates the class knowledge into LSI by appending the
class labels as additional terms into the term-case matrix. Sam Scott and Stan
Matwin [I8] use WordNet to improve classification performance, and Gabrilovich
and Malkovitch [I9] use revised representations based on Wikipedia to achieve a
similar goal. Our work significantly differs from these approaches in that it is more
general in scope and can be easily extended to cater to widely different learning
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goals. None of the above- mentioned approaches model the conflict between in-
ternal and external sources. The key contribution in our work is an approach that
selectively modifies regions of representation that need revision, and thus combines
the best of what is known and what needs to be known. This is cognitively intuitive.
As humans we are conservative in throwing away things we know, in presence of a
conflict or dilemma. Also the learning goal in our approach is flexible, as it can be
directly used to drive the cross validation process for identifying candidate pairs
for revision, starting from any representations. This is not true of approaches like
Sprinkling, for example, which have been specifically targeted to improve classifi-
cation performance, and is closely tied to LSI-based representations.

7 Conclusion and Outlook

The main contribution of this paper is a novel learning framework based on
identifying potential sources of conflict between introspectively acquired knowl-
edge and external knowledge, and repairing the case representations accordingly,
with the goal of improving effectiveness in retrieval or classification. The exper-
imental results over classification domains suggest that this approach succeeds
in making substantial improvements on datasets which are hard to classify. This
is significant since the results show that instance based learners could achieve
performance comparable to the best in line classifiers such as SVM, while retain-
ing advantages in terms of incremental and lazy learning, and more interpretable
representations. Given the trade-off between knowledge acquisition overhead and
effectiveness of retrieval, completely automated solutions often fail to be effec-
tive, and those involving substantial human intervention have large deployment
lead times and may have poor user acceptance. This paper has attempted to
position introspective knowledge revision as a middle ground between these two
extremes. Though we have presented the idea of revising case similarities mined
using LSI, the approach is fairly general and can be extended to develop a plug-in
for potentially improving the performance of any knowledge light TCBR, system
with numeric representations of term and/or case similarities.

There are several interesting avenues for extending the current work. Firstly,
we intend to explore other applications that involve different choices of back-
ground (WordNet) and linguistic knowledge (Wikipedia) as additional conflict
sources, which model inter-term semantic relatedness, to realize learning over
a richer set of conflicts. In the current work, we have treated each change to
case pair similarity as independent of any other change. While the performance
gains are substantial even under this assumption, it is interesting to wonder if we
can benefit by modelling interactions between case pairs. Solving the full-blown
constrained optimization problem taking into account all possible interactions
between case-pairs is indeed a holy grail.

The idea of detecting spurious similarities can be used for eliciting feedback
from an expert in an interaction setting. Unlike in introspective revision, it would
be important to ensure that the number of candidate pairs on whom feedback
is sought, is limited to as few as possible. An observation in that context is that
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introspective revision compensates for the lack of reliable human judgements, by
exploiting changes over a large number of candidate suspicions.
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Abstract. Acquiring adaptation knowledge for case-based reasoning
systems is a challenging problem. Such knowledge is typically elicited
from domain experts or extracted from the case-base itself. However,
the ability to acquire expert knowledge is limited by expert availability
or cost, and the ability to acquire knowledge from the case base is lim-
ited by the the set of cases already encountered. The WebAdapt system
[20] applies an alternative approach to acquiring case knowledge, using a
knowledge planning process to mine it as needed from Web sources. This
paper presents two extensions to WebAdapt’s approach, aimed at in-
creasing the method’s generality and ease of application to new domains.
The first extension applies introspective reasoning to guide recovery from
adaptation failures. The second extension applies reinforcement learning
to the problem of selecting knowledge sources to mine, in order to manage
the exploration/exploitation tradeoff for system knowledge. The benefits
and generality of these extensions are assessed in evaluations applying
them in three highly different domains, with encouraging results.

1 Introduction

The World Wide Web provides an unprecedented knowledge resource. The avail-
ability of Web resources has led to optimism for a transformation of Al through
harnessing Web knowledge sources [16], both in the form of large bodies of for-
mally encoded knowledge, such as OpenCyc [10], and of less formal knowledge
sources, such as Wikipedia [28]. The WebAdapt project [20] aims to exploit such
knowledge to help address the classic CBR problem of knowledge acquisition
for case adaptation. Previous work on WebAdapt conducted initial explorations
on just-in-time mining of large-scale, freely available Web-based resources for
knowledge to support case adaptation, as a first step towards the goal of devel-
oping a flexible, extensible knowledge-planning framework with the generality
to enable it to be easily applied to new domains. WebAdapt starts from mini-
mal pre-coded knowledge and applies domain independent search strategies to
acquire adaptation-relevant knowledge on demand from Web sources. This pa-
per presents research on extending WebAdapt’s initial framework in two ways:
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Applying introspective reasoning to aid error recovery and learning to select
knowledge sources to search.

When mining pre-existing Web knowledge sources to address an open-ended
set of adaptation problems, some failures are inevitable. However, the initial
WebAdapt framework had no capability for failure recovery; the system would
simply report that it was unable to suggest an adaptation. This paper presents
an extension in which WebAdapt’s model has been extended to include an in-
trospective reasoning component (cf. [BI7]) to diagnose and respond to failures
in the adaptation process.

As new knowledge sources become available, or as the framework is applied to
new task domains, it will not initially be clear which sources are best for different
types of queries (cf. [22]). To address this we have added a reinforcement learning
component to guide exploration of candidate knowledge sources.

Our previous work illustrated the system’s performance for the single domain
of travel itinerary planning, drawing on the formalized knowledge of OpenCyc
[10], the informal natural language text of Wikipedia [28], and the geographical
information of the Geonames GIS database [14]. Both Wikipedia and OpenCyc
are large, comprehensive sources that cover a wide variety of domains. Because
a goal of the WebAdapt project is to develop a general framework for apply-
ing case adaptation which can be used in multiple domains, the paper tests
the system’s generality by evaluating its overall performance for three disparate
domains: travel itinerary planning, menu planning, and software recommenda-
tion. For our evaluation, the system draws not only on OpenCyc, Wikipedia,
and Geonames, but also on the USDA database of nutritional information [I]
and the Macintosh OS X dashboard widget web pages [2] The combination of
the three task domains and five knowledge sources enable assessing the system’s
ability to manage problems with sources of varying applicability.

Initial results also show that a combination of introspective reasoning and
problem dispatching knowledge reduce the reasoning failures produced when
the system is still learning about the coverage of sources at its disposal, and
that the learning approach is effective at guiding source choice.

Section [ provides an overview of WebAdapt’s adaptation process and the
components that guide this process. Section [ describes the introspective model
used by the WebAdapt system, and Section [ discusses the system’s new problem
dispatching model. Section [f] presents experimental results showing the effective-
ness of WebAdapt’s introspective model and new problem dispatching model.

2 DMotivations for Web Mining to Support Case
Adaptation

Case adaptation and knowledge capture are classic problems for case-based rea-
soning (CBR). Acquiring the knowledge necessary for automated adaptation is

! The software recommendation domain could be expanded to include, e.g. Google
Apps. Tests were limited to Mac dashboard widgets to examine system performance
for a domain covered by a single knowledge source.
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a difficult task, and it is not uncommon for systems to leave adaptation to the
user [4I19]. Much work has been done to exploit knowledge already captured in
the local case base for adaptation (for a survey, see [23]). However, these ap-
proaches are inherently limited by the knowledge in the case base, which may
be difficult or prohibitively expensive to acquire and maintain by hand. For
example, for a software recommendation system, the frequent introduction of
new packages and ongoing updates to specifications of existing packages would
require constant maintenance of internal knowledge sources. In contrast, once
general procedures are defined to access a Web source, just-in-time Web mining
for needed information enables the system to profit immediately from external
updates to sources and to process external information only as needed, rather
than attempting to anticipate which information may be needed in the future.

3 WebAdapt’s Adaptation Process

This section summarizes the WebAdapt framework, as described more fully in
[20]. The work focuses on substitution adaptations, in which the system must
replace a role-filler in a case with another which satisfies a given set of constraints.

WebAdapt’s adaptation process (illustrated in Figure [I) begins when a user
makes a request to find substitutions for a role-filler of a case (e.g., for ‘Lou-
vre’ as one of the sights in a Paris sight-seeing itinerary). WebAdapt begins
by generating top-level knowledge goals (step 1 in Figure [I)). The system may
generate lower-level knowledge goals during the knowledge planning process as
the need arises. A top-level knowledge goal describes the knowledge needed to
respond to a user’s query, while a lower-level knowledge goal describes required
intermediate knowledge. For example, when finding substitutions for ‘Louvre’
using Wikipedia, WebAdapt will generate a top-level knowledge goal for finding
a ranked set of candidate substitutions and several low-level knowledge goals
such as: (1) find a Wikipedia entry for ‘Louvre’, (2) hypothesize constraints for
‘Louwvre’, (3) find unranked candidate substitutions for ‘Louvre’.

Once a goal has been formulated, WebAdapt selects knowledge sources ex-
pected to satisfy its goals (step 2). Knowledge sources are selected based on
(1) prior cases for satisfying similar knowledge goals, and (2) source profiles
reflecting a source’s performance in several categories.

After a knowledge source (or set of sources) has been selected, WebAdapt
passes the knowledge goal and source(s) to a planning component (step 3). The
component begins by attempting to retrieve a prior plan satisfying the given
knowledge goals, and generates one from scratch using the planner UCPOP [25]
if no plan is found. A plan is then executed (step 4), where any empty role-fillers
in the plan are instantiated with the knowledge acquired from each source. For
example, if the plan calls for Wikipedia to be mined for substitutions for 'Louvre’,
WebAdapt begins by generating a Google query to find the Wikipedia page for
‘Louvre’. The Wikipedia entry returned by Google is parsed for a set of links to
category pages which become the set of hypothesized constraints (e.g., ‘Visitor
attractions in Paris” and ‘Art museums in Paris’). The URLs for the categories
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Fig. 1. WebAdapt’s adaptation process and knowledge sources

are followed and parsed. The entries discovered under each category form the set
of candidate substitutions (step 5). These may be refined using source specific
techniques (e.g., searching for the word ‘Paris’ in a candidate’s Wikipedia entry)
and displayed to the user. The system’s domain model is then updated with the
constraints and candidates discovered during the search process.

3.1 Knowledge Planning Operators

WebAdapt’s operators are described by a set of pre- and post-conditions, where
an operator’s preconditions specify the knowledge necessary for execution, and
the postconditions specify the knowledge generated by an operator. Operators
are defined in terms of a vocabulary of roles filled during the planning process,
either from the initial knowledge goal or based on intermediate results. Role-
fillers are typically frames describing structured knowledge discovered from each
source (e.g., the URL addresses and titles of Wikipedia pages). Because the
methods required to interact with each source are different, WebAdapt’s library
of general domain independent search and transformation operators calls upon
a small set of source-specific operators to form operational plans (e.g., to search
a source’s abstraction hierarchy).

3.2 WebAdapt’s Internal Knowledge

WebAdapt relies on several sources of knowledge to guide its adaptation process.

Source Profiles: WebAdapt maintains statistical information about each knowl-
edge source, updated each time a source is accessed, to guide source selection. This
includes average access times, uptimes, estimated coverage (measured by percent
of queries that generate substitutions), and estimated diversity of results (by a
method similar to that in [26]).

Cases for Dispatching and Adaptation: Source selection is also influenced by
a case-base describing the results of prior knowledge planning episodes. After
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attempting to generate candidate substitutions, the system stores a case con-
taining the adapted item, the constraints hypothesized for the item, the knowl-
edge sources searched, and a Boolean value indicating whether candidates were
found using the source. WebAdapt uses this information to select sources which
satisfied similar prior requests.

Domain Model: The domain model reflects the abstraction hierarchies of
mined sources. Nodes and leaves discovered during the mining process and tra-
versed links between constraints and candidates are added to the domain model.

3.3 WebAdapt’s External Knowledge Sources

Each external knowledge source used is defined by an explicit abstraction hier-
archy, which is traversed to find viable substitutions. Nodes in the abstraction
hierarchy are viewed as constraints while leaves are candidate substitutions. The
system begins by discovering an item to adapt in a source’s hierarchy. The set
of abstract nodes the item falls under form the set of hypothesized constraints
which are expanded to discover candidate substitutions.

A central goal of the WebAdapt project is to provide a general domain-
independent Web mining method applicable to multiple knowledge sources and
domains. WebAdapt can process any source with a hierarchical knowledge
organization; for each source, a small set of basic operators for traversing the
hierarchy must be defined and provided to the system (see Section[6lfor specific ex-
amples). No other knowledge modeling is required to use a new source. To demon-
strate its applicability to unstructured sources, WebAdapt currently uses its own
procedures to mine textual information, but the system’s application will be fa-
cilitated by efforts such as the Open Data Movement and the structured infor-
mation available in sources such as ontologies, DBpedia (dbpedia.org), Freebase
(freebase.com), and Search Monkey (developer.yahoo.com/searchmonkey).

4 'WebAdapt’s Introspective Failure Recovery

Reasoning failures are inevitable when reasoning with incomplete domain knowl-
edge. When reasoning failures occur in WebAdapt, they are often caused by
missing background knowledge or by the system querying the wrong source. The
goal of WebAdapt’s introspective model is to detect reasoning failures and auto-
matically update WebAdapt’s background knowledge to avoid future reasoning
failures. The introspective model used by WebAdapt is domain independent—it
focuses on reasoning about the knowledge acquired by WebAdapt and how that
knowledge influences the adaptation process, not on individual domains.
WebAdapt’s adaptation process (shown in Figure[I] and represented as a cloud
in Figure B)) is modeled as a plan, described in terms of knowledge planning
operators described in section [3l The introspective process, shown in Figure
[ is divided into three stages: (1) monitoring, (2) blame assessment, and (3)
recovery. Monitoring (Step 1 in Figure [2)) keeps a trace of the executing plan
in WebAdapt’s adaptation process for a single problem solving episode. It also
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Fig. 2. WebAdapt’s introspective process and knowledge

monitors the state of the plan’s role-fillers during execution and interacts with
the plan if expectations about the states of role fillers are violated. Role-fillers
include the case being adapted, sources used, the plan used to mine sources,
and results. A role-filler expectation violation may occur when no solution can
be found (e.g., if a source is temporarily unavailable), if the knowledge sought
by the system cannot be found in the knowledge source, or if the user rejects a
proposed solution (e.g., if a travel suggestion fails to satisfy user preferences).

After identifying a reasoning failure, WebAdapt generates a failure diagnosis
from its reasoning trace which is used to identify the primary cause of the fail-
ure. This failure diagnosis becomes input for the blame assessment stage (Step
2 in Figure 2)). A taxonomy based on [§] is used to categorize reasoning failures
(cf., B]). WebAdapt focuses on reasoning failures concerning knowledge states
(i.e., the acquisition and application of background knowledge). An executing
plan contains a set of knowledge goals for every action in the plan. Each type
of knowledge goal is associated with potential reasons for its failure. The types
of unsatisfied knowledge goals at the time of a failure are used to diagnose the
failure’s cause, and the taxonomy categories suggest associated fixes. For exam-
ple, if the plan execution stage fails (Step 4 in Figure [[) WebAdapt examines
the unsatisfied knowledge goals of the executing plan. Table [Tl shows examples
of common reasoning failures and their sources. The taxonomy suggests defi-
ciencies in the system’s problem dispatching knowledge for the first two failures
(for which the repair is for the dispatching stage to be re-executed), while the
third suggests either a problem with the system’s dispatching knowledge or its
choice of strategy for mining a source (for which a new strategy is created by
knowledge planning).

The recovery stage (Step 3 in Figure [) takes the cause(s) of failures iden-
tified in Step 2 and attempts to re-execute the plan at the point of failure.
For example, after WebAdapt chooses to use the USDA nutritional database to
suggest candidate substitutions for the Louvre, which cannot be found in the
database. Here the Discover item in source knowledge goal failed. The taxonomy
suggests that the source of the failure is the problem dispatching stage. A case
is added to the dispatch case base indicating that the USDA database cannot
suggest substitutions for the Louvre. The adaptation process is then restarted
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Table 1. Examples of knowledge goals and possible sources of failure

Failed Knowledge goal Failure Point(s) Explanation
Discover item in source  Problem dispatching wrong source chosen
Hypothesize seed Problem dispatching wrong source chosen
constraints Planning stage  wrong strategy chosen
Hypothesize candidate Problem dispatching wrong source chosen
substitutions Planning stage = wrong strategy chosen

at the problem dispatching stage, where the system draws on its background
knowledge to suggest a new source to mine.

5 Learning Which Knowledge Sources to Use

Different knowledge sources have different capabilities; some are large and com-
prehensive while others are small and specialized. For example, the Geonames
GIS database can provide destinations close to the ‘Louvre’, but has a poor se-
mantic description of the ‘Louvre’ (i.e., ‘Building’). Wikipedia has a rich seman-
tic description of the ‘Louvre’ (e.g., ‘Visitor attraction in Paris’, ’Archaeological
museum in France’, ’Art museum in Paris’), but contains little geographical infor-
mation. Wikipedia can suggest substitutions for more problems than Geonames
can, but is not the best choice for adaptation constraints based on location.

In accordance with the goal to minimize WebAdapt’s dependence on pre-coded
knowledge, the framework does not assume a priori knowledge of which sources
to use for particular problems. Instead, WebAdapt builds up two knowledge
sources for guiding dispatching of problems to sources: (1) “dispatching cases,”
storing information about the performance of a source for a particular query, and
(2) “source profiles,” storing generalized information about source performance.

Prior experience with particular sources is often a good predictor of future
performance. However, the relative value of sources may change, as previously-
tried sources become obsolete or are updated, or if new sources (potentially
more comprehensive or more specialized) come on line. Likewise, early successful
experience with a source might bias the system towards reusing that source,
despite other sources having even higher quality. In fact, this happened with the
experience-based dispatching model originally used by WebAdapt, which ended
up using Wikipedia for over 90% of its queries [20].

Source selection presents a classic “exploration versus exploitation” problem:
whether to expend effort to explore new sources or to exploit sources which have
already proven useful. To address this question in a principled way, a Q-learning
component has been added to WebAdapt’s dispatching model.

Q-learning is a form of reinforcement learning (RL) [27]. RL techniques focus
on learning what actions to take in particular states, where an agent is not
informed of what the best actions are, but receives eventual payoff information.
An RL agent learns a utility value for each state-action pair through trial and
error. Reinforcement learning algorithms do not require a model of the agent’s
environment in order to reason.
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WebAdapt relies on Q-learning to guide exploration/exploitation as it pop-
ulates its dispatching case base and builds its source profiles. WebAdapt’s Q-
learning estimates the utility of taking a particular dispatching action in a given
state. The possible states are:

1. WebAdapt cannot suggest a source to mine due to having neither dispatching
cases satisfying similar knowledge goals nor source profile knowledge.

2. WebAdapt cannot suggest sources to mine based on dispatching cases but
can suggest sources based on general source profile information.

3. WebAdapt can suggest sources to mine based on both prior cases satisfying
similar knowledge goals and source profile information.

In state (1) the system randomly chooses a source to mine. In state (2) We-
bAdapt must rely on source profile information. This may occur when the dis-
patch case base is empty or when presented with a novel problem, which provides
a coarse-grained approach to source selection. A Q-value is associated with each
knowledge source and reflects the probability that the source will produce desir-
able results; the source with the maximal probability is chosen according to the
Q-learning policy. State (3) occurs when the system has previously mined one
or more sources for knowledge related to the given problem and can use content
information to guide source selection. Here a Q-value is associated with each
dispatching case, and the maximal case is chosen according to the Q-learning
policy. This presents a finer-grained approach to source selection.

Figure [ describes WebAdapt’s algorithm for ranking and selecting sources.
When presented with a set of knowledge goals, WebAdapt first ranks the avail-
able sources based on (1) prior cases recording sources used to satisfy similar
knowledge goals, and (2) source profile information. WebAdapt takes a weighted

rankedSources «— ¢
{calculating each source’s rank}
for all s € KnowledgeSources do
contentV alue — retrieveContent Rating(s, goal)
profileValue «— retrieveProfile Rating(s)
rankedSources < rankedSources U {s, 0‘5"“’""””Val“E;0‘5*p“’f“eval“e}
end for
{select a source to use}
for all s € Sort(rankedSources) do
€ — 1 — getSourceUtlity(s)
if random(0,1) < € then
return s
else
rankedSources «— rankedSources — {s}
end if
: end for
: return Sort(rankedSource)

e el e el e
NSO O©9

Fig. 3. Algorithm for ranking knowledge sources
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average of the similarity of the content of the closest previous knowledge goal
successfully addressed by the source in the past, and of a general “source quality”
value based on its aggregate profile statistics (see Figure [3)). Sources that have
returned acceptable results are expected to have a greater probability of future
success and are ranked higher than sources unable to satisfy similar knowledge
goals, or sources which have not been considered for satisfying similar knowledge
goals. After ranking all available sources, WebAdapt uses an e-greedy policy to
select the source(s) to mine (where € is a source’s normalized utility). WebAdapt
will choose the top-ranked source with probability €, and consider the next high-
est ranked source with probability 1 — €, where the value of € is dependent on
the source currently under consideration. After WebAdapt selects a source (or
sources) to mine, it tracks the outcome of the knowledge discovery effort. A
positive reward is given when a user selects one of the system’s candidate sub-
stitutions, and a negative reward otherwise. The reward is then propagated to
each dispatch case that influenced source selection and to each source profile,
using the standard Q-learning policy formula [27].

6 Evaluation

Our evaluation addresses the following questions:

1. Benefits of introspective reasoning: How does the addition of introspective
reasoning affect WebAdapt’s ability to solve problems?

2. Usefulness of exploration: How does the addition of reinforcement learn-
ing for sources affect WebAdapt’s ability to successfully exploit a variety of
knowledge sources?

3. Generality of approach: How does WebAdapt’s performance vary for different
domains?

To explore the generality of the methods, the experiments tested adaptation
suggestions for cases taken from the domains of travel planning, menu planning,
and software recommendation. The travel planning cases were taken from From-
mer’s Paris Travel Guide [I3], the menu planning cases from Epicurious [12], and
the software recommendation cases from a set of Mac OS X dashboard widgets
[2]. Problems from these domains addressed using information mined from five
Web knowledge sources, as described in the following section. Problems were
considered “solved” if the system was able to propose a solution satisfying the
desired constraints. The average problem solving time was one minute. We are
currently studying processing time behavior and the role of search case retention
strategies in reducing search time [21].

Knowledge for the experimental problems was drawn from two general sources,
one informal (Wikipedia) and one formal (OpenCyc), and three specialized
sources, Geonames, USDA SR20, and an Apple Downloads library. For each
source, simple processing was performed to develop a usable hierarchical struc-
ture. Table Bl summarizes the results of this processing.
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Table 2. Query method, hierarchy nodes, and leaves for each source

Source Query method Nodes Leaves
Wikipedia Google? Categories Entries
OpenCyc Cyc Query Engine  Collections  Individuals
Geonames GIS database SQL Query Feature class  Locations
USDA SR20 database SQL Query Food group Foods
Widget downloads Google® Widget category Widgets

Table 3. Applicability of knowledge sources

Domain Wikipedia OpenCyc Geonames USDA SR21 Mac Widgets
Travel planning Yes Yes Yes No No
Menu planning Yes Yes No Yes No
Software recommendation No No No No Yes

In the following experiments all failures were triggered automatically within
the reasoning process; none were triggered by a user.

Experimental Design for Question 1 (Benefits of introspective reasoning): An
ablation study was performed, with the following configurations: (1) No intro-
spective reasoning, learned problem dispatching, (2) Exhaustive search, and (3)
Introspective reasoning, learned problem dispatching.

In configuration (1) WebAdapt did not repair reasoning failures but could
learn from successful reasoning episodes; in configuration (2) WebAdapt would
iterate over the set of possible sources until a suitable one was found. In configu-
ration (3) WebAdapt was able to repair failures and learn dispatching knowledge.
Thirteen randomly chosen features were selected for adaptation (five itinerary
items, five ingredients, and three widgets, respectively). Each item was adapted
ten times using each configuration (WebAdapt picks a source at random when it
has no prior dispatching knowledge). This was repeated for ten rounds of testing
resulting in 520 adaptations.

Results for Question 1: Configurations (1) and (2) present a baseline to com-
pare the efficacy of introspective reasoning and problem dispatching knowledge.
The system was only able to suggest substitutions 48% of the time in config-
uration (1), while it was able to suggest substitutions 100% of the time for
configurations (2) and (3). With introspection, it was able to suggest substitu-
tions 100% of the time, regardless of whether dispatching knowledge learning
was enabled. Configuration (3) resulted in a 76% decrease in reasoning failures
over configuration (2).

Ezperimental Design for Question 2 (Usefulness of exploration): An ablation
study was also used to evaluate question 2. Four system configurations were used
to better understand the effects of the knowledge states described in Section
(1) No exploration, (2) Exploration using source profile knowledge only, (3)

2 e.g., site:en.wikipedia.org “Lowvre Paris France”
3eg., site:www. apple. com/downloads/dashboard “iTunes Widget”
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Table 4. Average reasoning failures per adaptation

Configuration Average Reasoning Failures
(1) No exploration 0.24
(2) Exploration using source profiles only 0.84
(3) Exploration with learning 0.34
(4) Exploration with full dispatching knowledge 0.07

Exploration using learned source profile knowledge and dispatching cases, and
(4) Exploration with full dispatching knowledge.

Introspective reasoning was enabled in each of the configurations. Initially,
sources were selected at random. By case-based dispatching, the source discov-
ered to contain knowledge related to a problem was always used for similar prob-
lems encountered in the future. This approach favors Wikipedia, which was able
to solve 94% of the given problems, at the cost of ignoring potentially interesting
candidates from other sources. In configuration 2, only source profile knowledge
was used to dispatch problems. In configuration 3, source profile knowledge and
the dispatching case base were used, where the dispatching case base was built
from scratch. In configuration 4, the system was given a dispatching case base
with cases describing how every problem could be solved and source profile knowl-
edge acquired from a prior round of testing; here the goal was a worst-case test of
the potential degradation in exploring new sources. Fifty-two case features were
randomly chosen for adaptation. These items were adapted ten times (to identify
trends when sources were selected randomly when dispatching knowledge was un-
available) under each configuration, resulting in 2,080 adaptations.

Results for Question 2: Table[dshows the average number of reasoning failures
incurred by the four configurations for each of the thirteen problems solved. The
system was able to present candidate substitutions for each problem presented,
though some problems were more difficult to solve than others (e.g., one could
only be solved by Wikipedia).

Configuration (4) resulted in the fewest reasoning failures. When given full
dispatching knowledge the system learns to explore only a small percentage of
the time. Maintaining some exploration is advantageous when source coverage
may grow and the system needs to check if sources contain new knowledge.
Configuration (2) resulted in the highest failure rate while there was a 42%
increase in the failure rate of configuration (3) over configuration (1). Although
the system could always use the first source found capable of solving a problem
as in configuration (1), there is not a significant amount of overhead associated
with learning dispatching knowledge from scratch.

Ezxperimental Design for Question 8 (Generality of approach): A random set
of forty-eight features from each domain were chosen for adaptation; this same
set of features was used for each trial. This was repeated ten times to establish
trends when sources are initially picked at random for a total of 480 adaptations.
For this experiment the system learned both problem dispatching and source
profile knowledge from scratch during each round of testing, with introspection
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Performance Comparison For Each Domain
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Fig. 4. Reasoning failures for individual domains

enabled to repair reasoning failures. The goal of this experiment was to see if
WebAdapt’s performance in each domain was similar.

Results for Question 3: Figure [] shows failure trends for each individual do-
main. The standard deviations for the travel, widget, and menu domains were
0.44, 0.53, and 0.39, respectively. The failure rates for the menu and travel do-
mains are very similar. Each of these domains can be solved by three of the five
available knowledge sources. The initial failure rate for the Mac Widget domain
is high because this domain can only be solved by one knowledge source. After
eleven adaptations the failure rate for this domain is comparable for both the
menu and travel domains. Failures are dependent on the number of sources to
explore. Even when given no a priori knowledge about each source the system
learned quickly to reduce failures. The final failure rate in each domain of 0.2
was the result of noise from the Q-learning algorithm. Source selection was based
on an e-greedy policy where sources are chosen with probability 1 — €. In the ex-
periments, the value of € for a source never reached zero, resulting in occasional
incorrect source choices.

Owverall Discussion: Without introspective reasoning, WebAdapt is unable to
reason effectively when presented with problems from a variety of domains.
Adding introspective reasoning and the ability to learn dispatching knowledge
dramatically improves problem solving ability. WebAdapt was able to satisfy
100% of the given adaptation requests using introspective reasoning even when
it did not acquire dispatching knowledge. Introspection and learning lead to a
76% decrease over the exhaustive search method, which always iterated over all
possible sources until a suitable one was discovered.

WebAdapt’s original profile-based dispatching model [20] favored sources that
quickly developed competent source profiles. The introduction of source learning
increases the system’s overhead by a relatively small amount. When both source
profile knowledge and dispatch cases were used, the system averaged less than
half a failure per adaptation. When WebAdapt relied on a purely case-based
approach for source selection, less than half a failure per problem occurred on
average. Unfortunately the system did not attempt to mine every relevant source,
ignoring potentially interesting substitutions from other sources. The addition
of the Q-learning component provided an exploration mechanism, at the cost of
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increasing reasoning failures. However, results show that a combination of case-
based dispatching and exploration-based dispatching lead to only a small increase
in reasoning failures. We expect Q-learning to be worthwhile when multiple
sources have unique information about a domain.

The experiment for question 3 supports the generality of WebAdapt’s ap-
proach. The failure rates were similar in the menu and travel planning domains,
and slightly higher initially for the software domain. This higher rate can be
attributed to the software domain being covered by only one knowledge source,
so there is no benefit to exploration once the best source is identified. Overall,
given no a priori knowledge of the applicability of any source, WebAdapt learned
quickly to exploit the sources, regardless of the domain.

7 Related Work

Our knowledge planning approach is in the spirit of Hunter’s early work on
planful knowledge acquisition, which applied this to two external knowledge
sources in the medical domain [I§]. However, Hunter’s work did not learn source
coverage or how best to apply each source.

Cordier et al.’sTAKA [6] also acquires case adaptation knowledge on-line rather
than at design time. The knowledge acquisition process is triggered when TAKA
encounters a failure. TAKA makes use of an “oracle” to identify the reasoning fail-
ure and correct the knowledge that led to the failure. In WebAdapt, the knowl-
edge acquisition process begins when the user makes a request for an adapta-
tion. Failures in WebAdapt’s reasoning process are diagnosed and fixed by the
system itself through introspective reasoning. Several methods exist for acquiring
adaptation knowledge in advance from sources with known content and structure
[2924T5I9ITT]. However, such an a priori approach is not feasible for large-scale
Web sources, due to their comprehensive coverage. Consequently, WebAdapt ac-
quires this knowledge by interacting with the sources at its disposal.

Work by Kushmerick et al. [I7J5] studies inductive learning of semantic de-
scriptions of small specialized knowledge sources, given descriptions of similar
sources. WebAdapt does not learn semantic descriptions of sources but attempts
to estimate their coverage.

8 Conclusion

We have presented two extensions to the WebAdapt adaptation framework to
increase its generality. An introspective reasoning component has been added to
the WebAdapt framework to identify and repair failures in WebAdapt’s adap-
tation process. In addition, a Q-learning component was added to WebAdapt’s
problem dispatching model. When used in conjunction with the introspective
component, the exploration component facilitates the acquisition of knowledge
about which Web-based resources are best suited to search for information.
Experimental results show that WebAdapt can automatically correct failures
in its adaptation process. The results also show that WebAdapt is able to acquire
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knowledge of the coverage of the sources at its disposal when this knowledge is
not available a priori. Acquiring this knowledge only leads to a small increase in
reasoning failures over an approach that only uses a single reliable source, and
provides the benefit of being able to learn to exploit the unique contributions of
multiple sources. In addition, tests in multiple domains are encouraging for the
generality of the approach.
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Abstract. In real world applications, interested concepts are more likely to
change rather than remain stable, which is known as concept drift. This situa-
tion causes problems on predictions for many learning algorithms including
case-base reasoning (CBR). When learning under concept drift, a critical issue
is to identify and determine “when” and “how” the concept changes. In this pa-
per, we developed a competence-based empirical distance between case chunks
and then proposed a change detection method based on it. As a main contribu-
tion of our work, the change detection method provides an approach to measure
the distribution change of cases of an infinite domain through finite samples
and requires no prior knowledge about the case distribution, which makes it
more practical in real world applications. Also, different from many other
change detection methods, we not only detect the change of concepts but also
quantify and describe this change.

Keywords: Case-based Reasoning, Competence Model, Concept Drift.

1 Introduction

In recent years, with the rapid development of information, modern organizations are
accumulating data at unprecedented rates. Examples of such data streams include
customer purchase logs, telephone calling records, credit card transactional flows.
While these data may contain valuable knowledge, the distribution or pattern underly-
ing the data is more likely to change over time rather than remain stable, which is also
known as concept drift [1, 2]. As a result, when a certain learning algorithm considers
all the past training data or makes assumption that the training data is a random sam-
ple drawn from a stationary distribution, the induced pattern may not relevant to the
new data. In practical terms, this means an increasing error in classifying new records
with existing models [3, 4].

Generally there are three approaches for handling concept drift: 1) instance selection
(window-based); 2) instance weighting (weight-based); 3) ensemble learning [5, 6]. In
instance selection, the key idea is to select the most relevant instances to the current
concept. The typical technique of this category is to pick up the training dataset within a
fixed or dynamic window that moves over recently arrived instances to construct a
model [2, 3, 7]. Many case-base editing strategies in case-based reasoning (CBR) that
delete noisy, irrelevant and redundant cases are also a form of instance selection [8]. In
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Instance weighting, each instance is assigned a weight to represent the decreasing relev-
ance of existing training examples. And learning algorithms are adopted to process these
weighted instances, such as Support Vector Machines (SVMs) [9]. Instances can be
weighted according to their age, and their competence with regard to the current concept
[5]. Ensemble learning deals with concept drift by utilizing multiple models and by
voting or selecting the most relevant one to construct a proper predictive model [10-12].
Generally, there are two ensemble frameworks: 1) horizontal ensemble, which builds on
a set of buffered data chunks; 2) vertical ensemble, which builds on the most recent data
chunk only. More recently, an aggregate ensemble framework, which could been seen
as a hybrid approach of the two, has been proposed [13].

All these proposed methods reported great improvement for learning under concept
drift. However, most of current solutions implicitly assume that concept drift is ubi-
quitous and global. This causes problem when change in the concept or data distribu-
tion occur in some regions of instance space only, which is known as local concept
drift [14]. So instead of directly assigning a weight to each classifier or chunk of train-
ing set, Tsymbal, Pechenizkiy, Cunningham and Puuronen [14] gave a weighted strat-
egy from instance level, which estimated the local performance of each base classifier
for each instance of the coming instance set. However, their method is not able to de-
termine whether there is a concept drift happened. On one hand, when concept re-
mains, clearly old training examples can help to achieve a more robust model. But on
the other hand, when concept drift occurs, old training data do not always help produce
a more accurate hypothesis than using the most recent data only [15]. As a result, fur-
ther information about when and where the change has occurred is needed, so that a
learner can distinguish whether there is a concept drift and make better use of existing
training data. Addressing to this issue, we propose a new change detection method for
CBR system, which compares the distribution of existing case base and newly availa-
ble cases. Our method not only decides whether concept drift occurs, but also provides
a meaningful explanation about where and how the underlying distribution change is.

The remaining of this paper is organized as follows. Section 2 reviews the related
works concerning change detection for data stream and a competence model for CBR.
In Section 3, a competence-based empirical distance between case chunks is intro-
duced with a simple example. Then we present our change detection method in more
details. The results of experimental evaluation are shown in Section 4. Finally, con-
clusions and future works come in Section 5.

2 Related Work

In this section, we first introduce a change detection method for data streams. Follow-
ing that, a competence model for CBR systems will be discussed.

2.1 A Change Detection Method

A natural approach of detecting concept drift is to compare the distribution of the
data. However, in real world applications, the data that one typically encounters may
not arise from any standard distribution, which makes non-parametric tests more
practical. Moreover, the data may contain several dimensions. As a result, traditional



Detecting Change via Competence Model 203

non-parametric tests like the Wilcoxon and Kolmogorov-Smirnov cannot be easily
adopted. Kifer, Ben-David and Gehrke [16] proposed a change detection method by
employing a notation of distance which could be seen a generalization of Kolmogo-
rov-Smirnov statistic (Def. 1). Two probability distributions are considered as e-close
if their distance is no greater than «.

Definition 1. [16] Fix a measure space and let A be a collection of measurable sets.
Let P and P’ be probability distributions over this space.

e The A-distance between P and P’ is defined as

d.q (P,P") = 2sup|P(A) — P'(A)] ()
A€EA

e For a finite domain subset S and a set A € A, let the empirical weight of A with
regard to (w.r.t.) S be

B [SNA|

S(A) = (2)
S|
e For finite domain subsets, S; and S,, the empirical distance is defined as
dy (1,52) = 25up[S; (&) — S, (A)] 3)
AEA

They also provided a variation of notion of the A-distance, called relativized discre-
pancy, which takes the relative magnitude of a change into account. But for this work,
we only show how our method works with the A-distance in a CBR system and leave
the discussion of relativized discrepancy for future work. Interested readers please
refer to the original work [16] for the details.

Although there exist many other change detection methods [17-20], there is a re-
ported advantage for us to choose Kifer, Ben-David and Gehrke’s [16] method. That
is being able to quantify and describe the change it detects, which makes it more
appropriate for handling local concept drift.

2.2 A Competence Model

Competence is a measurement of how well a CBR system fulfils it goals. As CBR is a
problem-solving methodology, competence is usually taken to be the proportion of
problems faced that it can solve successfully [21]. According to Smyth and Kenna
[22], the local competence of an individual case is characterized by its coverage and
reachability. The coverage of a case is the set of target problems that it can be used to
solve. The reachability of a target problem is the set of cases that can be used to pro-
vide a solution for the target. Since it is impossible to enumerate all possible future
target problems, in practice Smyth and Kenna [22] estimated the coverage set of a
case by the set of cases that can be solved by its retrieval and adaption. And the rea-
chability set of a case is estimated by the set of cases that can bring about its solution.
Smyth and McKenna [23] extended this competence model. They defined the related
set of a case as the union of its coverage set and reachability set, and said the shared
coverage of two cases exists if and only if the intersection of the related sets of two
different cases is not empty. Definition 2 gives a overall view of this competence
model based on a survey provided by Smyth and McKenna [24].



204 N. Lu, G. Zhang, and J. Lu

Definition 2. [24] For a case base C = {c,c,, -+, Cpn}, given a case ¢ € C

CoverageSet(c) = {c¢’ € C: Solves(c,c")} (@)
ReachibilitySet(c) = {¢’ € C: Solves(c’, ¢)} 5)
RelatedSet(c) = CoverageSet(c) U ReachabilitySet(c) (6)

Further, based on Smyth and McKenna’s competence model [24], we defined a com-
petence closure as the maximal set of cases linked together though their related set in
our previous research (Def. 3).

Definition 3. [25] For G = {c; - cpn} € C,

CompetenceClosure(G), iff Vc;, ¢; € G, if ¢; # g, El{cil,ciz, ~-~,cik} C G,

)¢®(p= 0,---,k)

st. SharedCoverage (cip, Cipysy

)

where ¢; = ¢, ¢ = G,

and V¢, € C — G, Ac € G, st. SharedCoverage(cy,c;) # 0

3 Competence-Based Change Detection Method

When mining concept drifting data, a common assumption is that the up-to-date data
chunk and the yet-to-come data chunk share identical or considerable close distribu-
tions [26]. In CBR, this means the newly available cases represent the concept that we
may interested in the future. Obviously, cases in existing case base and the newly
available cases could be considered as two samples drawn from two probability dis-
tributions. Thus by detecting possible distribution change between existing case base
and newly available case chunk, we are able to identify whether there is a concept
drift. However, there are two difficulties that prevent us from applying Kifer, Ben-
David & Gehrke’s detecting algorithm [16] directly. First, we have no prior know-
ledge about the probability distributions of either the existing case base or the new
case chunk. Second, the cases may come from an infinite domain. As a result, we
cannot estimate the distance through the cases directly.

As the competence measures the problem solving capabilities of a CBR system, the
probability distribution change of its cases should also reflects upon its competence.
This inspired our research of detecting change via competence model. The key idea is
to measure the distribution change of cases with regarding to their competence instead
of their real distribution. This section will illustrate how to detect change via compe-
tence model for CBR systems.

3.1 Competence-Based Empirical Distance

Similar as Smyth and McKenna’s work [23], we refer the related set of a case to
represent a local area of target problems. A visible benefit of adopting their competence
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model is that it transfers the infinite case domain into a finite domain of related sets. This
solves our difficulties of measuring the statistic distance between two case samples.

Definition 4. Given a case c € C, denote the related set of ¢ with regard to C as R¢(c)

o We define the related closure of c w.r.t. C as

RC(c) = {R%(c)): V¢; € C,3IRC(c;) st.c € RE(c))} (8)
e For a case sample set S © C, we define the related closure of S w.r.t. C as
R == ©)
CES

To be more clear, RC(c) is the set of all related sets, with regard to C, which contain
the case c. Since the related set measures the local competence of a case, the intuitive
meaning of the related closure is the maximum set of local competence that a case or
a group of cases could stand for.

Theorem 1. For a case base of finite size C, and a case sample set S € C, RE(S) is a
finite set and we have:

IR“S)| < IRC(O)] < IC] (10)

Since each case in C corresponding to a related set, the proof of Theorem 1 is obvi-
ous. Therefore, over a case base of finite size C, for two case samples of §;, S, € C,
we obtain two finite related closures, R®(S;) and RC(S,). Intuitively we could
measure distance between S; and S, as the empirical distance between R®(S,) and
RE(S,). However, it will only represent the distance between the competences cov-
ered by these two samples. The relative distribution discrepancy within the compe-
tence is missing. This introduces problem when we are comparing two samples of
similar related closures, but with dramatic different distribution. To address this prob-
lem, we assign a weight for each element in R®(S;) and RC(S,) to represent the
relative density of the cases distributed over their related closures.

Definition 5. Denote the i element in RC(S) as rC(S), let RE(S) = {rf(S)}, we
defined the density of rf(S) w.r.t S be

n=|S|
|RE(S) N R